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 A B S T R A C T

The General Data Protection Regulation (GDPR), Digital Services Act (DSA), Artificial Intelligence Act (AI 
Act) and Cyber Resilience Act (CRA) are essential pillars for algorithmic security and privacy in the European 
Union. Each of these regulations addresses specific aspects of technology, such as personal data protection, 
trustworthy online services, safe AI systems, and secure digital products while fostering trust in algorithm-based 
systems. Together, they can establish a robust framework for ensuring the security and privacy of AI algorithms 
in the EU by addressing critical concerns through a risk-based approach. This paper proposes a multi-layered 
approach to algorithmic security and privacy, based on these four instruments, considering organisational risk, 
risks to rights and freedoms, systemic risks and risks to national security. An illustrative example demonstrates 
how the EU can establish a global standard for trustworthy innovation and the protection of fundamental rights 
by leveraging the direct and indirect synergies of these laws.
1. Introduction

The interconnected nature of the digital age implies that algo-
rithms are deeply embedded within complex socio-technical systems, 
where technology, people and processes interact to shape our daily 
lives (Willson, 2019; Ulbricht and Yeung, 2022). Specifically, AI algo-
rithms are broadly applied in automated decision-making, regulatory 
oversight, predictive analysis, and the automation of tasks ranging from 
workplace management to content recommendation or moderation.

Ensuring algorithmic security and privacy in the European Union, 
therefore, requires a holistic approach that considers the technical 
aspects of algorithms and their broader social and organisational con-
texts. As AI systems become increasingly important in crucial issues, 
there is a growing need for robust algorithmic regulation (Brkan, 
2019; Seyfert, 2022). By effectively addressing security and privacy 
concerns (Fischer-Hübner et al., 2021), the EU aims to protect con-
sumers from potential harm and hold algorithms accountable, thereby 
mitigating risks. The goal is to boost the EU’s economy by promoting 
innovation and the uptake of trustworthy AI that can be used ‘‘for 
good’’ (Michael et al., 2019; Busuioc, 2021; Riefa).

The EU’s regulatory framework, particularly the General Data Pro-
tection Regulation (GDPR), the Digital Services Act (DSA), the AI Act 
(EU AI Act and AI Act are interchangeable terms and refer to the same 
legislation in this paper, the European Union’s Artificial Intelligence 
Act), and the Cyber Resilience Act (CRA), serve as essential and in-
terconnected pillars in establishing algorithmic security and privacy. 
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Therefore, a holistic understanding and application of this intercon-
nected regulatory framework is crucial to effectively establish trust 
within the EU (Tamò-Larrieux et al., 2024).

These legislative instruments are not designed to operate in iso-
lation but as mutually reinforcing components of a comprehensive 
approach (Pollak; Ferreira and Goldman, 2025). The effectiveness of 
these legal frameworks relies on the interplay among technological 
capabilities, regulatory requirements, and the human element in socio-
technical landscapes (Abbas et al., 2023). The main contributions of 
this paper are (1) Analyse each of these regulations, examining their 
individual and collective contributions to AI algorithms security and 
privacy; (2) Discuss their multi-layered approach to risk management, 
considering both direct and indirect synergies and organisational risks, 
risks to rights and freedoms, systemic risks and national security risks 
and (3) Provide an illustrative example of this multi-layered risk-based 
approach and the challenges and limitations it implies.

The rest of this paper is organised as follows. Section 2 summarises 
the related work and outlines the motivation for this research. Section 3 
provides a foundational understanding of the essential concepts and the 
four regulatory pieces: GDPR, DSA, AI Act and CRA. Section 4 presents 
our analysis of the multi-layered approach for risk management that 
can be deployed considering these four instruments and their synergies. 
Section 5 illustrates this approach with an example that highlights 
the challenges and limitations of the current regulatory framework. 
Section 6 compiles our findings and discusses the key elements of the 
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proposed approach. Finally, Section 7 presents our conclusions and 
some lines for future work.

2. Related work and motivation

2.1. Algorithmic security and privacy

The EU has established a regulatory framework for security and 
privacy, focusing on several key pillars to ensure robust protection 
and compliance. Previous research has explored the intertwined rela-
tionship between security and privacy. It has been highlighted their 
focus on a risk-based approach (assessing and managing risks, ensuring 
that measures are proportionate to the level of risk involved), the ‘‘by-
design’’ concept (these measures must be integrated into the design 
and development of systems and processes from the outset, rather than 
being added as an afterthought), reporting obligations and certification 
schemes (Fischer-Hübner et al., 2021; Mantelero et al., 2020; Olukoya, 
2022; Amoo et al., 2024; Chiara, 2024).

On the other hand, different studies have shown that while they 
share common approaches and concepts, tensions can arise in ar-
eas such as logging, data retention, or incident handling (Allahrakha, 
2023). The increasing adoption of AI further complicates this bal-
ance, introducing new threats and challenges concerning security and 
privacy (Yanamala et al., 2024; Novelli et al., 2024).

Several research works, mainly focused on AI, have analysed the Eu-
ropean approach to algorithmic regulation. The EU is identified as a key 
player systematically addressing the regulation and legal limits of new 
digital technologies such as AI (Baldini et al., 2025; Bygrave, 2025). 
The concept of an evolving EU digital acquis, a comprehensive body of 
law regulating digital aspects, has emerged in the last decade (Baldini 
et al., 2025).

Scientific papers and studies have compared the GDPR and the AI 
Act, focusing on their intersections, divergences and implications for 
governance, innovation, and compliance (Wolff et al., 2023; Musch 
et al., 2024; Schwartmann et al., 2024). Previous research work high-
lights their complementary roles in ensuring trustworthy AI while 
respecting fundamental rights and fostering responsible technology 
design and use. However, different papers underscore the need for har-
monisation to ensure effective compliance and innovation. It is worth 
mentioning that various institutions and authorities have explored the 
interplay between the GDPR and the AI Act, examining how these two 
major regulations overlap, complement, and sometimes conflict when 
AI systems process personal data. Most published guidance and analysis 
documents focus on regulatory requirements and enforcement (Data 
Protection Authority of Belgium, 2024; EDPB, 2024; CNIL, 2025).

Previous initiatives have provided less explicit conclusions on the 
DSA and the CRA directly related to the security and privacy of AI al-
gorithms. However, their role in regulating online platforms and digital 
products, which involves algorithmic processes, has been acknowl-
edged (Ulbricht and Yeung, 2022; Junklewitz et al., 2023; Rampášek, 
2023).

Finally, several papers have identified the challenges and limitations 
of the current EU approach and propose lines for future research. The 
reliance on criteria such as ‘‘state of the art’’ in current legislation, with-
out sufficient judicial guidance, is seen as a limitation (Bygrave, 2025). 
The AI Act links the concept of a ‘‘generally acknowledged state of the 
art’’ to fundamental technical requirements for high-risk AI systems. 
While driven by the rapid pace of technological advancement, it refers 
to established, feasible practices and performance levels rather than 
pure novelty. Obligations to update or change systems are primarily 
triggered by initial market placement, substantial modifications, or as 
part of continuous risk management, particularly to address evolving 
threats and maintain compliance with standards that reflect the state 
of the art as it develops. However, the inherent speed and complexity 
of AI development, coupled with ambiguity in the regulation, make 
defining and continuously adhering to the state of the art a significant 
2 
challenge for regulated entities. The European Data Protection Board, 
for example, has been required to guide the ‘‘state of the art’’ concept 
within data protection and GDPR in the past due to similar practical 
challenges (EDPB, 2020).

In addition, the effectiveness of the GDPR’s ‘‘right to explanation’’ 
and transparency requirements for complex algorithms remains ques-
tionable (Seizov and Wulf). Some studies explore the challenges in 
achieving algorithmic transparency due to different complexities (Gro-
chowski et al., 2021; Lazcoz and De Hert, 2023; Busuioc et al., 2023; 
Wulf and Seizov, 2024) and other obstacles such as the requirement 
to use sensitive data to prevent discrimination (Van Bekkum and Bor-
gesius, 2023). The fact that regulatory efforts have significantly fallen 
behind the practice of AI deployment is noted (Busuioc, 2022). It 
has to be considered that the concept of algorithmic regulation itself 
is maturing and requires a cross-disciplinary analysis (Ulbricht and 
Yeung, 2022; Fortes et al., 2022).

2.2. Motivation

As mentioned before, previous research has shown that govern-
ments and stakeholders need to understand the global regulatory land-
scape to minimise the risks posed by AI algorithms in different contexts. 
The existing literature emphasises the need for improved coherence 
among existing regulations to ensure robust governance while fostering 
technological advancement responsibly. Differences in implementing 
different laws should not create inconsistencies or unnecessary burdens. 
On the contrary, an integrated policy landscape that works in synergy 
with the existing regulatory framework should enable the shared goal 
of protecting individual rights. Harmonising GDPR, DSA, AI Act, and 
CRA is crucial to trustworthiness. All these regulations complement 
each other, but overlapping areas and potential ambiguities must be 
interpreted and navigated effectively to ensure seamless integration.

This paper will advance this global goal by proposing a multi-
layered risk-based approach that considers the direct and indirect 
synergies in these four regulations, leveraging them to manage organ-
isational risks, risks to rights and freedoms, systemic risks, and risks 
to national security. This new approach covers a research gap, trans-
forming uncertainty into structured action and governance, enabling 
organisations to deliver secure, privacy-preserving, and compliant sys-
tems.

3. European Union regulatory framework

This section establishes the foundations for understanding the re-
lationship between the four analysed regulatory instruments and the 
algorithms’ trustworthiness.

3.1. Preliminary definitions and concepts

The term trustworthiness is widely used in the context of European 
policy regarding digital systems, particularly concerning AI and digital 
identity, as outlined in EU regulations, guidelines, and frameworks. 
However, it is not defined as a standalone legal term.

Definitions and guidelines for understanding trustworthiness in dig-
ital systems (NIST, 2018; Belanger et al., 2002; Zhang and Gupta, 2018) 
or specifically in AI (Liu et al., 2022; Li et al., 2023) can be found in 
the literature on system design and risk management. Trustworthiness 
is typically related to the degree to which a system maintains confiden-
tiality, integrity, availability, and privacy or the capability of a system 
to operate within defined risk levels despite disruptions and attacks.

Considering available definitions, this research primarily relates 
trustworthiness, as a technical term, to (cyber)security and privacy 
as defined within the Cybersecurity Act and the Charter of Funda-
mental Rights of the European Union. Therefore, cybersecurity is re-
lated to ‘‘activities necessary to protect network and information sys-
tems, the users of such systems, and other persons affected by cyber 
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threats’’ (Regulation (EU) 2019/881, 2019) while privacy, considered 
a fundamental right, can be formulated as ‘‘Everyone has the right 
to respect for his or her private and family life, home and commu-
nications’’ (Charter of Fundamental Rights of the European Union, 
2000).

Table  1 considers other possible components of AI trustworthiness, 
such as fairness, transparency, explainability, accountability, or safety, 
that could be explored in the future. Although these terms have dif-
ferent and specific meanings in the context of each considered law, in 
general, we refer to entities (data processing, services and platforms, 
systems and models, products) avoiding unexpected functioning, in-
cluding producing harmful or discriminatory outcomes across different 
groups (fairness), entities understandable to different stakeholders with 
clear documentation of their processes and decisions (transparency/ex-
plainability), entities demonstrating compliance and providing precise 
mechanisms to hold stakeholders accountable for outcomes (account-
ability) or entities proactively preventing harm or danger caused by 
accidental hazards, failures or malfunctioning (safety).

At this point, it is required to provide some additional definitions 
because, although there is an intended alignment and relationship be-
tween these concepts in the considered regulations, there are also some 
gaps and areas of conceptual vagueness (Reichman and Sartor, 2021; 
Bagni and Seferi, 2025). While the AI Act adopts a risk-based approach, 
which implies addressing threats, harms, risks and vulnerabilities, the 
specific application and interpretation of these terms have not been 
tailored to the AI context in the law, potentially differing from how 
they are understood in broader cybersecurity or privacy contexts:

• Threat is any circumstance or event with the potential to ad-
versely impact an AI system, organisational operations (including 
mission, functions, image, or reputation), organisational assets, 
individuals (users or affected persons), other organisations, the 
environment or the Nation including but not limited to cyber 
threats and AI-specific threats (such as model flaws or data poi-
soning). This definition is consistent with the one provided by 
the Cybersecurity Act in the specific case of cyber threat ‘‘poten-
tial circumstance, event or action that could damage, disrupt or 
otherwise adversely impact network and information systems, the 
users of such systems and other persons’’.

• Harm is an adverse or detrimental effect on natural persons, 
groups of persons, or society, including any material or immate-
rial harm, such as physical injury, psychological impact, societal 
disruption, or economic loss. Harm can arise from the use of an 
AI system following its intended purpose or under conditions of 
reasonably foreseeable misuse. The impact is the magnitude of 
harm that can be expected to result from the consequences of an 
occurrence or materialisation of a threat.

• Risk is the extent to which an entity is affected by a threat and 
typically a function of (i) the impacts that would arise if the 
threat materialises and (ii) the likelihood of this occurrence. This 
definition is consistent with the one provided by the AI Act, ‘‘the 
combination of the probability of an occurrence of harm and 
the severity of that harm’’, and with the one provided by the 
CRA for cybersecurity risk, ‘‘the potential for loss or disruption 
caused by an incident and is to be expressed as a combination 
of the magnitude of such loss or disruption and the likelihood of 
occurrence of the incident’’.

• Vulnerability is a condition, weakness, susceptibility, or flaw 
in an AI system, its underlying data, development process, or 
infrastructure that could enable a threat to materialise. This is 
consistent with the definition provided by the CRA ‘‘weakness, 
susceptibility or flaw of a product with digital elements that can 
be exploited by a cyber threat’’.
3 
3.2. The General Data Protection Regulation (GDPR): Establishing founda-
tional principles for personal data protection

The General Data Protection Regulation (GDPR) applies to the pro-
cessing of personal data, defined broadly as any information relating to 
an identified or identifiable natural person. Processing is defined as any 
operation or set of operations performed on personal data, whether or 
not by automated means. This includes activities commonly performed 
when developing or using AI algorithms, such as collection, recording, 
organisation, structuring, storage, alteration, retrieval, consultation, 
use, disclosure, dissemination, restriction, erasure or destruction.

The GDPR’s primary goal is to protect the fundamental rights and 
freedoms of natural persons (data subjects) concerning the processing 
of personal data. It contains several core principles (Article 5): law-
fulness, fairness, transparency, purpose limitation, data minimisation, 
accuracy, storage limitation, integrity, confidentiality and accountabil-
ity (Regulation (EU) 2016/679, 2016). These principles collectively 
guide the use of algorithms to process personal data in a manner that 
is legal, responsible, and ethical.

AI algorithms often process personal data for various purposes, 
including automated decision-making and profiling, which directly 
impact the rights and freedoms of individuals. The rights of the data 
subject, as defined in Articles 12 to 23, must be respected during the 
design, development, deployment, and use of algorithms. Particularly, 
Article 22 of the GDPR grants individuals the right not to be subject 
to decisions based solely on automated processing, including profiling, 
that produce legal or similarly significant effects. Exceptions exist for 
contracts, law, or explicit consent, but even then, safeguards such as 
the right to human intervention, to express their view, and to contest 
the decision must be in place.

Article 24 establishes that the data controller shall implement ap-
propriate technical and organisational measures to ensure and be able 
to demonstrate that processing is performed by the GDPR. Those mea-
sures shall be reviewed and updated where necessary. Furthermore, 
Article 25 introduces the principles of data protection by design and 
by default. These principles are crucial for developing and deploying 
secure and privacy-respecting AI algorithms that proactively minimise 
personal data processing and embed safeguards from early design 
stages.

Article 32 mandates the implementation of appropriate technical 
and organisational measures to ensure a level of security appropriate 
to the risk. These measures are vital for maintaining the integrity and 
confidentiality of the data processing, protecting it from unauthorised 
access, alteration, or loss, and contributing to the overall security and 
reliability of algorithmic processes. Finally, Article 35 settles that or-
ganisations must conduct a Data Protection Impact Assessment (DPIA) 
for high-risk data processing activities, ensuring risks to individuals’ 
rights are identified and mitigated.

Supervising the implementation and enforcement of the GDPR is 
primarily entrusted to the supervisory authorities established in each 
Member State, known as Data Protection Authorities (DPAs).

3.3. The Digital Services Act (DSA): Enhancing fairness, transparency and 
accountability of online platforms’ algorithms

The Digital Services Act (DSA) regulates the obligations of digital 
services that act as intermediaries in their role of connecting consumers 
with goods, services, and content. This includes a range of online 
services and platforms. The DSA has particular provisions for very 
large online platforms (VLOPs) and very large online search engines 
(VLOSEs), which are subject to enhanced obligations due to their 
significant societal impact.

The DSA aims to create a safer, more predictable and trusted 
online environment by establishing harmonised rules for protecting 
users and promoting fairness, addressing illegal content and harmful 
activities (Regulation (EU) 2022/2065, 2022). Its main goal is, again, to 
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Table 1
Regulatory framework overview concerning algorithmic trustworthiness (main articles related to these terms excluding recitals).
 Aspect GDPR DSA AI Act CRA  
 Security/ 
cybersecurity

Art. 32 Security of the 
processing

Art. 28 Online protection of 
minors, Art. 42 Transparency 
reporting obligations and Art.48 
Crisis protocols

Art.9. Risk management system, Art. 15 
Accuracy, robustness and cybersecurity 
and Art. 55 Obligations of providers of 
general-purpose AI models with systemic 
risk

Globally  

 Data protec-
tion/privacy

Globally Art. 28 Online protection of 
minors and Art. 46 Codes of 
conduct for online advertising

Art. 10 Data and data governance, Art. 
26 Obligations of deployers of high-risk 
AI systems and Art. 59 Further 
processing of personal data for 
developing certain AI systems in the 
public interest in the AI regulatory 
sandbox

–  

 Fairness Art. 5 Principles relating to 
processing of personal data

Globally (fairness by design) Globally (prohibited AI practices, 
fundamental rights impact assessment)

–  

 Transparency/ 
explainability

Art. 5 Principles relating to 
processing of personal data 
and Art.12 to 23 Rights of the 
data subject

Globally Art. 13 Transparency and provision of 
information to deployers, Art.50 
Transparency obligations for providers 
and deployers of certain AI systems and 
Art. 86 Right to explanation of 
individual decision-making

–  

 Accountability Art. 5 Principles relating to 
processing of personal data, 
Art. 24 Responsibility of the 
controller, Art.25 Data 
protection by design and by 
default and Art.35 Data 
protection impact assessment

Globally (annual report) Art. 17 Quality management system, Art. 
18 Documentation keeping and Art.40 to 
Art.49 Standards, conformity assessment, 
certificates, registration

Globally (conformity of 
the product, market 
surveillance)

 

 Safety – Art. 28 Online protection of 
minors and Art. 31 Compliance 
by design

Globally (intertwined with health, 
robustness and cybersecurity)

Globally (cyber-safe)  
protect the fundamental rights and freedoms of natural persons (mainly 
users) with a special focus on vulnerable groups such as minors (Article 
28, Online Protection of Minors).

Providers of intermediary services have transparency reporting obli-
gations regarding any content moderation they engage in, including the 
use of automated means for this purpose (Article 15). This involves the 
publication of reports, including a qualitative description, the precise 
purposes, indicators of accuracy and error rates of automated means, 
and any safeguards applied. The DSA establishes additional reporting 
obligations for providers of online platforms (Article 24).

The DSA also impacts targeted advertising practices by requiring 
greater transparency of advertising algorithms (Article 26). Addition-
ally, providers must ensure that recipients of their services are ad-
equately informed about how their recommender systems influence 
the display of information (Article 27). They need to present the 
main parameters of these systems in an easily comprehensible manner, 
including how information is prioritised, potentially based on profiling 
and online behaviour.

VLOPs and VLOSEs are subject to enhanced obligations. For exam-
ple, to ensure accountability, the DSA requires VLOPs and VLOSEs to 
diligently identify, analyse, and assess systemic risks stemming from the 
design, functioning, and use of their services (and related algorithmic 
systems, Article 34). This includes risks associated with the dissemina-
tion of content, fundamental rights, public discourse, and public safety. 
They are then obligated to implement appropriate and proportionate 
mitigation measures for these identified risks (Article 35). Furthermore, 
VLOPs and VLOSEs are subject to independent auditing to ensure 
compliance with their obligations under the DSA (Article 37). The DSA 
also encourages developing codes of conduct to address specific types 
of illegal content and systemic risks, such as disinformation.

Additionally, they must provide at least one option for each recom-
mender system that is not based on profiling (Article 38). Providers of 
VLOPs and VLOSEs that present advertisements must compile and make 
publicly available a repository of advertisements with information on 
the content, advertiser, and targeting parameters (Article 39). This 
4 
aims to facilitate supervision and research into the risks associated 
with online advertising. Recipients of the service should also have 
access to information directly from the online interface about the main 
parameters used for determining which advertisements are presented 
to them.

Upon a reasoned request, providers of VLOPs or VLOSEs must 
explain the design, logic, functioning, and testing of their algorithmic 
systems, including recommender systems (Article 40). Upon a reasoned 
request, these providers must also provide access to data to vetted 
researchers for research that contributes to the detection, identification, 
and understanding of systemic risks in the Union and the assessment 
of risk mitigation measures. Furthermore, these large providers have 
additional transparency reporting obligations (Article 42).

Competent authorities in the Member States (Digital Services Co-
ordinators) and the European Commission share the responsibility for 
supervising DSA implementation and enforcement.

3.4. The AI Act: A risk-based framework for ensuring safety and fundamen-
tal rights in AI systems

The AI Act aims to foster the development, placement on the 
market, putting into service, and use of AI systems and models in the 
EU by its values, promoting human-centric and trustworthy AI while 
ensuring a high level of protection of health, safety, and fundamental 
rights (Regulation (EU) 2024/1689, 2024b). An AI system is defined 
broadly as a machine-based system designed to operate with varying 
levels of autonomy, exhibiting adaptiveness after deployment and in-
ferring from input to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual 
environments. This definition does not cover systems based solely on 
rules defined by natural persons to execute operations automatically. 
The AI Act also includes harmonised rules for the placing on the market 
of general-purpose AI models, defining them by their generality and 
capability to perform a wide range of distinct tasks competently.

The AI Act adopts a risk-based approach, categorising AI systems 
based on their risk level. This approach includes prohibited AI practices 
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that pose an unacceptable risk (Article 5), high-risk AI systems subject 
to specific requirements and obligations (Article 6), limited-risk AI 
systems with certain transparency obligations, and minimal-risk AI 
systems.

The AI Act establishes several crucial requirements for high-risk AI 
systems directly relevant to algorithmic security and privacy (Articles 
8 to 15). These include:

• Risk management system: Planning and running a continuous it-
erative risk management process throughout the entire lifecycle of 
the high-risk AI system (including cybersecurity risks), requiring 
regular, systematic review and updating.

• Data governance: Ensuring that training, validation, and testing 
data sets are relevant, representative, and as free of errors and 
complete as possible.

• Technical documentation: Requiring the creation and mainte-
nance of detailed documentation that allows for the assessment 
of the AI system’s compliance with the Act. This contributes to 
the transparency and auditability of algorithms.

• Transparency and provision of information to users: Mandating 
that deployers are provided with sufficient information to under-
stand and use the AI system correctly, including its capabilities 
and limitations. For AI systems intended to interact with natural 
persons, individuals should be informed that they are interacting 
with an AI system.

• Human oversight: Establishing the need for human oversight 
mechanisms to ensure that high-risk AI systems are used appro-
priately and that interventions can be made when necessary.

• Accuracy and robustness: Requiring high-risk AI systems to ach-
ieve an appropriate level of accuracy and to be robust against 
manipulation, ensuring they perform consistently and reliably 
throughout their lifecycle.

• Cybersecurity: Obligating providers to implement measures to 
ensure adequate cybersecurity protection for high-risk AI systems, 
safeguarding them against threats.

The AI Act also establishes obligations for various actors involved 
in the development, distribution, use, and other aspects of high-risk AI 
systems (Articles 16 to 27). These may include conducting a Funda-
mental Rights Impact Assessment (FRIA) before deploying a high-risk 
AI system. This regulation also establishes conformity assessment pro-
cedures to ensure compliance (Article 43). Providers of high-risk AI 
systems must follow these procedures before placing them on the 
market. Finally, the AI Act establishes requirements and obligations 
concerning general-purpose AI (GPAI) models in Articles 51–55.

The responsibility for supervising the implementation and enforce-
ment of the AI Act is primarily shared between the Member States 
(notifying authorities and market surveillance authorities) and the 
European Union level, explicitly involving the European Commission 
(acting through the AI Office) and the AI Board.

3.5. The Cyber Resilience Act (CRA): Strengthening the cybersecurity of 
digital products

The Cyber Resilience Act (CRA) aims to improve the overall cy-
bersecurity of digital products placed on the European Union market: 
products with digital elements (any software or hardware product and 
its remote data processing solutions, including software or hardware 
components to be placed on the market separately) whose intended 
or reasonably foreseeable use includes a direct or indirect logical or 
physical data connection to a device or network.

The CRA aims to establish a horizontal regulatory framework at the 
European level to ensure a higher level of cybersecurity for consumers 
and businesses (Regulation (EU) 2024/2847, 2024). This initiative aims 
to mitigate vulnerabilities in digital products and ensure that manu-
facturers prioritise security throughout a product’s lifecycle. The CRA 
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has a broad personal scope, addressing all market participants involved 
in the supply chain, from manufacturers to distributors and importers. 
Depending on their classification, economic operators are subject to 
different obligations. The CRA does not grant rights to individuals, and 
they are not directly addressed in the regulation. In this sense, it is a 
regulation similar to the AI Act.

The scope of the CRA is notably broad (Article 2), ranging from 
consumer internet-connected devices (such as smart toys and speakers) 
to mobile applications (including health-monitoring apps). Importantly, 
this inherently includes software and devices that rely on AI algorithms, 
which are integral digital components. Products with digital elements 
are classified based on their level of cybersecurity risk under the 
CRA, distinguishing between default non-critical products, important 
products (Article 7) and critical products (Article 8).

The CRA mandates several essential cybersecurity requirements for 
designing, developing, and producing products with digital elements. 
These include the principles of security by design, ensuring that prod-
ucts are created with security considerations from the outset and are 
delivered in a secure configuration by default. Manufacturers must 
assess the cybersecurity risks associated with their products throughout 
their lifecycle to ensure these requirements are met. Additionally, 
manufacturers are required to ensure that their products are not de-
livered with known exploitable vulnerabilities. Furthermore, they must 
establish processes for effectively addressing vulnerabilities throughout 
the product’s expected lifetime or for five years, whichever is shorter. 
This includes the provision of necessary security updates.

By mandating these requirements and defining conformity assess-
ment procedures, the CRA significantly contributes to algorithmic secu-
rity and privacy. Since products employing algorithms and AI are con-
sidered products with digital elements, the CRA ensures that the under-
lying digital infrastructure and software components are designed and 
maintained to be resilient against cyberattacks. The obligations related 
to vulnerability handling and security updates directly enhance the 
security of the algorithms and AI systems embedded within these prod-
ucts, making them less susceptible to data breaches or unauthorised 
manipulation, for example.

The responsibility for supervising the implementation and enforce-
ment of the regulation is entrusted to national market surveillance 
authorities designated by each Member State, with the European Com-
mission playing a coordinating role and ENISA (the European Union 
Agency for Cybersecurity) providing support.

4. A multi-layered approach to manage algorithmic risks

The four analysed regulations collectively address different facets 
of AI algorithms’ security and privacy. Fig.  1 represents this coverage 
in an AI algorithm-based digital product. This figure is a simplification 
because the boundaries between layers are sometimes blurred, as will 
be analysed in the rest of this section. However, it is a good starting 
point for identifying the direct and indirect synergies that can be found 
between the four regulations in the context of this research.

4.1. Direct synergies

There are direct synergies where compliance with one regulation 
can facilitate compliance with others. These direct synergies can be 
clearly identified in pairs, between the GDPR and the DSA (with a 
strong focus on protecting the rights and freedoms of natural persons) 
and between the AI Act and the CRA (with a strong emphasis on 
product quality and conformity assessments).

The DSA aims to create a safe, predictable and trusted online envi-
ronment, aligning with the GDPR’s objective of protecting individuals 
in relation to the processing of personal data. Article 26(3) of the DSA 
explicitly prohibits presenting advertisements based on profiling using 
special categories of personal data as defined in Article 9(1) of the 
GDPR. This DSA provision directly reinforces the GDPR’s protection of 
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Fig. 1. Simplified relationship of regulations and AI algorithms security and privacy.
sensitive personal data in the context of online advertising. In addition, 
the DSA mandates content moderation and real-time reporting for on-
line platforms. Implementing systems to support these processes might 
require a better understanding of the data being processed, including 
personal data, which is also a requirement under the GDPR for ensuring 
data accuracy and implementing data subject rights, for example. In 
general terms, the DSA’s focus on fairness, transparency and account-
ability can support GDPR compliance by encouraging organisations to 
be more mindful of their data processing activities and the rights of 
natural persons.

On the contrary, complying with the GDPR’s principles and re-
quirements, providers are better equipped to meet DSA’s expectations 
for protecting minors from content, conduct, contact, consumer or 
cross-cutting risks under Article 28, for example, OECD (2021).

There is a significant synergy where high-risk AI systems falling 
under both the AI Act and the scope of the CRA can demonstrate 
compliance with the AI Act’s cybersecurity requirements by fulfilling 
the essential cybersecurity requirements of the CRA. When a high-
risk AI system meets the CRA’s requirements (Annex I), it is ‘‘deemed 
compliant with the cybersecurity requirements of the AI Act’’. The EU 
declaration of conformity under the CRA can serve as evidence of this 
compliance.

For products with digital elements classified as high-risk AI systems, 
the relevant conformity assessment procedure required by Article 43 of 
the AI Act applies. Notified bodies entitled to control the conformity of 
high-risk AI systems under the AI Act are also entitled to control their 
conformity with the CRA’s requirements. This indicates a streamlined 
approach to conformity assessment for systems that fall under both 
regulations.

Furthermore, regulatory sandboxes, mandatory at the national level 
under the AI Act, can serve as a direct link between the AI Act and the 
CRA in terms of conformity assessment of products. Both regulations 
recognise cybersecurity as a priority within their respective sandboxes. 
The CRA establishes cyber resilience regulatory sandboxes, while the 
AI Act stipulates that AI sandboxes must facilitate the development 
of cybersecurity profiles for AI systems. Successful completion in a 
CRA sandbox could potentially demonstrate the cybersecurity aspects 
required by the AI Act for a high-risk AI system that is also a product 
with digital elements.

But there are also cross-synergies. For example, the AI Act’s provi-
sions on AI regulatory sandboxes, particularly Article 59 governing the 
re-use of personal data, are intrinsically linked to the GDPR. Compli-
ance within the sandbox needs to adhere to GDPR principles regarding 
the processing of personal data. For example, the AI Act requires 
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‘‘effective monitoring mechanisms’’ for high risks to data subjects’ 
rights as defined in Article 35 of the GDPR and response mechanisms. 
Furthermore, Data Protection Impact Assessments (DPIAs) conducted 
under Article 35(7)(d) of the GDPR, which include security measures 
for personal data, are relevant in the context of AI system development 
within or outside regulatory sandboxes.

The essential cybersecurity requirements outlined in the CRA are 
designed to enhance the protection of personal data processing and the 
privacy of individuals, as mandated by the GDPR. By ensuring the se-
curity of products with digital elements, the CRA may directly support 
the GDPR’s goals, specifically compliance with Article 32. Additionally, 
there are potential synergies between the CRA and the GDPR in areas 
such as standardisation and certification of cybersecurity aspects, as 
well as in market surveillance and enforcement. Cooperation between 
national market surveillance authorities under the CRA and authorities 
supervising Union data protection law could be very beneficial in this 
sense.

4.2. Indirect synergies

These four key EU regulations, while focusing on specific domains, 
are indirectly linked by their fundamental reliance on a risk-based 
approach to regulation. By managing risk effectively, these regulations 
aim to protect individuals’ rights, promote societal well-being, enhance 
the security of organisations, and contribute to national security by 
fostering a more resilient digital environment. Their ultimate aim is to 
mitigate or prevent harm.

Therefore, risk acts as the fundamental lens through which each 
regulation views the digital landscape and formulates its principles and 
requirements. It is the common language and the underlying principle 
that connects these seemingly distinct pieces of legislation. They each 
focus on a specific domain but share the common thread of using risk 
as the central concept. The GDPR requires controllers to consider the 
risks to the rights and freedoms of natural persons posed by processing 
personal data. The DSA requires providers of very large online plat-
forms and search engines to assess systemic risks stemming from the 
design, functioning, and use of their services, including those related to 
algorithmic systems and the dissemination of illegal and harmful con-
tent. The AI Act adopts a risk-based approach, identifying AI systems 
and models with a high risk of harm to health, safety, and fundamental 
rights. The CRA requires manufacturers to assess the cybersecurity risks 
associated with products with digital elements throughout their lifecy-
cle. This includes risks to the availability, integrity, and confidentiality 
of these products.



M. Beltrán Computers & Security 158 (2025) 104628 
Furthermore, all these regulations require the assessment of the 
likelihood and severity of potential harms, as understanding the na-
ture, probability, and impact of risks is crucial for determining the 
appropriate response. They also impose obligations and requirements 
proportionate to the risk: the level of regulatory scrutiny and the 
stringency of obligations increase with the level of risk identified. And 
they mandate risk management processes. Organisations are generally 
required to implement ongoing processes for identifying, assessing, and 
mitigating the risks related to their activities within the scope of these 
regulations.

This shared emphasis on a risk-based approach and multi-layered 
risk management creates an indirect synergy by establishing a common 
regulatory mindset across different domains of the digital landscape. 
Organisations operating within these domains will develop expertise 
and implement frameworks for identifying, assessing, and mitigating 
risks, which can be adapted and leveraged across their compliance 
efforts for each of these regulations. Considering that there may be 
other regulations that apply (digital but also related to the internal 
market, consumer protection, labour, or sectoral) and also require the 
assessment and management of other different risks.

For example, experience in conducting DPIAs under the GDPR can 
inform the risk assessments required under the DSA or the AI Act. Simi-
larly, implementing robust cybersecurity measures as mandated by the 
CRA may help mitigate risks related to personal data security (GDPR) 
and the robustness of AI systems (AI Act). This interconnectedness, even 
without direct overlaps in specific obligations, fosters a more coherent 
and resilient digital ecosystem. The following sections develop these 
concepts concerning the four most important risk categories from the 
perspective of these regulations.

4.2.1. Organisational risks
This type of internal risk is not the focus of the four regulations anal-

ysed in this work. However, all four regulations can ultimately reduce 
various organisational risks, such as those producing legal liabilities, 
financial losses, reputational damage, or business disruptions.

The CRA directly addresses cybersecurity risks in products with 
digital elements, mandating essential cybersecurity requirements that 
organisations placing these products on the EU market must adhere 
to. This reduces the risk of vulnerabilities that could be exploited to 
harm organisations and their customers. The GDPR mandates strong 
data protection measures, including security of processing. Compliance 
with GDPR can reduce the risk of data breaches and associated organ-
isational costs, although it is not the objective of this regulation. The 
DSA imposes obligations on online platforms, especially very large ones 
(VLOPs and VLOSEs), to manage systemic risks, including those that 
can affect the platform’s integrity and operations, such as the spread of 
illegal content and disinformation. This can protect organisations that 
rely on these platforms. Finally, the AI Act establishes requirements 
for high-risk AI systems, including cybersecurity aspects, which may 
reduce the risk of these systems malfunctioning or being exploited, 
potentially leading to organisational harm.

While aiming for harmonisation, differing scopes and specific re-
quirements across the regulations can lead to confusion for organi-
sations operating across different sectors or offering various types of 
digital products and services. For example, the definition of a ‘‘product 
with digital elements’’ under the CRA might overlap but not perfectly 
align with ‘‘high-risk AI systems’’ under the AI Act or ‘‘information soci-
ety services’’ under the GDPR and DSA. Enforcement and interpretation 
differences between national authorities for each regulation may lead to 
inconsistencies in how organisational risks are assessed and managed.

In addition, compliance burdens may be significant, especially for 
smaller organisations navigating the complexities of multiple overlap-
ping regulations. The need to comply with specific requirements in each 
regulation (for example data breach notification under the GDPR and 
potentially the CRA) may create administrative overhead and increase 
compliance costs.
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4.2.2. Risks to rights and freedoms
The GDPR is primarily focused on safeguarding the rights and free-

doms of individuals concerning their personal data. However, the DSA 
also includes provisions in this area. Specifically to protect freedom 
of expression and information while also aiming to counter illegal 
content and disinformation that can harm individuals. It also requires 
transparency regarding content moderation decisions. The AI Act places 
a strong emphasis on protecting fundamental rights from the potential 
harms of high-risk AI systems, including requirements for transparency, 
human oversight, and non-discrimination. It prohibits certain AI prac-
tices deemed to pose unacceptable risks to these rights. The CRA 
indirectly protects individuals by reducing the risk of their devices 
and data being compromised due to security vulnerabilities, thereby 
safeguarding their privacy and fundamental rights (integrity, etc.).

There may be some tensions between security measures and data 
protection. For example, extensive data collection for cybersecurity 
purposes (intrusion detection, anti-spoofing safeguards) might conflict 
with the GDPR’s data minimisation principle. The balance between 
freedom of expression and the need to moderate harmful content under 
the DSA may also be challenging. Overly broad content moderation 
could infringe on free speech, while insufficient moderation could allow 
the spread of harmful content that violates others’ rights. The use of AI 
for law enforcement and border control, while potentially enhancing 
security, raises significant concerns about potential infringements of 
fundamental rights such as non-discrimination, the right to a fair trial, 
and the presumption of innocence, as highlighted in the AI Act. The 
need for transparency and human oversight in these contexts is crucial 
to mitigate all these risks. Finally, exceptions for journalistic, academic, 
artistic, or literary expression under the GDPR (Article 85) must be 
carefully balanced with obligations under the DSA regarding illegal 
content and disinformation.

4.2.3. Risks to society (systemic risks)
The DSA directly addresses systemic risks posed by VLOPs and 

VLOSEs, including the spread of illegal content, disinformation, manip-
ulation of public opinion, and negative impacts on democratic processes 
and public health. It mandates risk assessments and mitigation mea-
sures for these platforms. The AI Act aims to prevent systemic risks 
arising from the deployment of high-risk AI systems in areas like critical 
infrastructure, education, employment, and access to essential services, 
which could have wide-ranging societal impacts.

Furthermore, the concept of systemic risk is explicitly mentioned in 
the AI Act in relation to general-purpose AI models. Providers of GPAI 
models presenting systemic risks are subject to additional obligations 
beyond those for general-purpose AI models. For example, they are 
required to perform model evaluation using standardised protocols and 
tools that reflect the state of the art. This includes conducting and 
documenting adversarial testing to identify and mitigate systemic risks. 
These providers must assess and mitigate possible systemic risks at the 
Union level, including the sources of these risks, which may stem from 
the development, placement on the market, or use of their models. 
They are obligated to keep track of, document, and report, without 
undue delay, to the AI Office and, where appropriate, to national 
competent authorities relevant information about serious incidents and 
possible corrective measures to address them. If the development or 
use of a model causes a serious incident despite efforts to identify and 
prevent risks, the provider must track the incident and report relevant 
information. All these obligations are closely aligned with the DSA’s 
strategy for managing systemic risk.

The CRA enhances the security of digital products that are integral 
to the digital ecosystem, reducing the risk of widespread vulnerabilities 
that could be exploited to cause systemic disruptions across different 
sectors. For example, AI systems intended to be used as safety com-
ponents in the management and operation of energy supply systems 
(such as electricity grids, gas, and heating) are classified as high-risk. A 
systemic disruption risk involves the failure or malfunctioning of these 
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AI safety components. The resulting harm can be significant, putting the 
lives and health of persons at large-scale risk and leading to appreciable 
disruptions in the ordinary conduct of social and economic activities. 
The same applies when considering AI systems intended to be used as 
safety components in the management and operation of road traffic, AI 
systems designed to be used as safety components in the management 
and operation of water supply, or AI systems intended to be used as 
safety components in the management and operation of critical digital 
infrastructure (like cloud computing centres), to mention additional 
examples.

Ultimately, the GDPR’s emphasis on the security and accountability 
of personal data processing enhances the overall resilience of data-
driven systems that support numerous societal functions.

Defining and assessing systemic risks can be complex and may 
require coordination across different regulatory frameworks. Identify-
ing the interplay of risks arising from AI systems deployed on online 
platforms, for example, may require a holistic view that encompasses 
both the AI Act and the DSA. International cooperation is also crucial 
for addressing global systemic risks, but differing regulatory approaches 
across jurisdictions can create challenges for effective risk management. 
The fragmentation of regulatory agencies and authorities globally can 
be a significant issue.

4.2.4. Risks to national security
All four regulations can indirectly contribute to national security by 

enhancing the overall security and resilience of the digital environment.
The CRA’s focus on the cybersecurity of products with digital el-

ements can reduce vulnerabilities in critical infrastructure and other 
systems vital for national security. AI systems are involved in the 
digital activities of governments and organisations. Cyberattacks tar-
geting these systems can compromise intelligence sources, military 
strategies, and diplomatic negotiations, leading to serious consequences 
for national security, including damage to physical objects or cyber–
physical systems and harm to institutional processes or purposes, such 
as electoral processes.

The DSA’s efforts to combat disinformation and manipulation can 
help counter information operations by hostile actors that pose a threat 
to national security. Disinformation, propaganda, and hate speech, fa-
cilitated by AI systems in content moderation or recommender systems, 
for example, can undermine norms of evidence-based truth-telling. Spe-
cific disinformation campaigns are now considered threats to national 
security.

The AI Act’s requirements for cybersecurity in high-risk AI systems 
relevant to national security applications (law enforcement, border 
control, etc.) are crucial. The GDPR’s emphasis on the security of 
personal data processing helps protect sensitive information that could 
be relevant to national security, although exceptions exist for national 
security purposes.

The fundamental tension between privacy and national security 
imperatives remains a key challenge. National security agencies may 
require access to data and communications that are protected under 
GDPR. Strong encryption (beneficial for security and privacy) can hin-
der intelligence gathering for national security. Therefore, the debate 
around encryption is very active in different contexts. Furthermore, 
data retention requirements for national security purposes may conflict 
with the GDPR’s principles in specific scenarios.

The scope and application of these regulations to activities directly 
related to national security (intelligence operations, military cyber 
activities) might be unclear or subject to specific exemptions at the 
national level, potentially creating inconsistencies. International coop-
eration on national security matters may be complicated by differing 
data protection and cybersecurity regulations across countries.
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Table 2
Examples of Organisational risks posed by the AI-powered content moderation system 
in the illustrative example.
 # Risk Examples of harm  
 1 Insufficient resources allocated 

to content moderation processes 
and enforcement of terms and 
conditions

Widespread dissemination of illegal content 
(such as child sexual abuse material or sale 
of products or services prohibited by Union 
or national law), disinformation or 
misleading content (for example, negatively 
impacting responses to emergencies) or 
amplification of hate speech and 
propaganda may cause financial harm, 
reputational damage, market losses or 
non-compliance

 

 2 Lack of appropriate measures 
for human oversight of the 
content moderation system

Unjustified or disproportionate detrimental 
treatment of individuals or groups or 
replication and automation of bias and 
discrimination may cause financial harm, 
reputational damage, market losses or 
non-compliance

 

 3 Failure to ensure that personnel 
assigned to implement 
instructions for use and human 
oversight have the necessary 
competence and training

Inaccurate or biased decision-making in 
critical areas, amplified discrimination or 
increased administrative burdens may cause 
financial harm, reputational damage, market 
losses or non-compliance

 

 4 Absence of a post-market 
monitoring system to assess the 
content moderation system’s 
performance after deployment 
and to report serious incidents 
to relevant authorities

Inability to improve system design and 
development, lack of accountability or 
failure to report serious incidents may cause 
financial harm, reputational damage, market 
losses or non-compliance

 

5. Illustrative example

A major social media network designated as a VLOP (subject to 
the DSA) relies on a third-party AI-powered system to automatically 
detect and remove illegal and harmful content (subject to the AI Act 
and considered high-risk). This AI system processes vast amounts of 
user-generated content, often including personal data (subject to the 
GDPR). The entire platform, including the AI system and its underlying 
infrastructure, is a digital product with digital elements (subject to the 
CRA). In this example, the risks identified in Tables  2 (Organisational 
risks), 3 (Risks to rights and freedoms), 4 (Risks to society or systemic 
risks) and 5 (Risks to national security) can be identified. This is not an 
exhaustive list, and these tables only present some significant risks in a 
non-hierarchical, unordered way. How can a multi-layered risk-based 
approach be applied to assess and manage this kind of risk?

The social media network provider must first identify the elements 
shown in Fig.  1 (AI systems, personal data processing, offered ser-
vices, digital products placed on the market, users, and data subjects). 
Furthermore, this provider must establish its role under each of the 
considered regulations. That is, the data controller of specific personal 
data processing activities under the GDPR, the provider of an online 
platform under the DSA, the deployer of a high-risk AI system under the 
AI Act, and the manufacturer of a digital product under the CRA. After 
this, the provider can understand its compliance obligations concerning 
the four regulations and start the risk assessment and management 
processes.

The application of the considered regulations is not sequential in 
a ‘‘first GDPR, then AI Act’’ manner. Instead, they are designed to be 
simultaneously applicable and complementary, starting at the design 
phase and continuing throughout the platform lifecycle. The applica-
tion of these regulations is not a simple ‘‘if this, then this’’ linear process 
but rather a concurrent, continuous, overlapping framework that ad-
dresses different facets of the platform and its underlying technologies. 
The four considered regulations emphasise a shift from punctual or 
periodic risk assessments to dynamically operationalising compliance 
in an ongoing risk assessment and management process that should 
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Table 3
Examples of Risks to rights and freedoms posed by the AI-powered content moderation 
system in the illustrative example.
 # Risk Examples of harm  
 5 Processing more personal data 

(IP addresses, interaction 
history, geolocation) than 
necessary for moderation

Creation of profiles and identity traces or 
surveillance infringe on the Right to respect 
for private and family life and the 
Protection of personal data

 

 6 User profiling, using 
non-content data (user activity 
patterns, geolocation) to infer 
intent, leading to unfair account 
restrictions

Creation of ‘‘algorithmic groups’’ that share 
characteristics or automated discrimination 
and bias infringe on the Right to respect for 
private and family life, the Protection of 
personal data and the Non-discrimination 
and Human dignity rights

 

 7 Lack of transparency and 
explainability in the 
decision-making process, 
making it difficult for users to 
understand why their content 
was flagged or removed and to 
seek redress

Difficulty in challenging decisions or 
infringement of due process and effective 
remedy violate the Protection of personal 
data, the Right to an effective remedy and 
to a fair trial, the right to Human dignity 
and the Freedom of expression and 
information

 

 8 Legal content is mistakenly 
flagged and removed due to 
inaccuracies or biases

Chilling effects on civic discourse 
undermine Freedom of expression and 
information and Freedom of assembly and 
association (as restrictions on expression 
can indirectly impact assembly)

 

 9 Unfair removal or prioritisation 
of content from certain groups

Perpetuating historical patterns of 
discrimination or associating content with 
algorithmic group characteristics 
(translating it to unfair treatment) infringes 
on the Non-discrimination and Human 
dignity rights

 

 10 Potential manipulation of 
information users are exposed 
to (function creep)

Inhibiting decisional autonomy or 
subverting free choice disregard the Right 
to respect for private and family life, the 
Protection of personal data and the Human 
dignity and Consumer protection rights

 

be continually conducted, updated, and improved. Compliance is a 
continuous and dynamic process rather than a one-time event.

Fig.  2 shows a simplified 3-phase procedure for this illustrative 
example. Phase 1, Design and pre-deployment, involves the initial 
acquisition or procurement of the AI system, its integration into the 
VLOP’s operations, and all preparatory assessments and setup before 
the system is actively used for content moderation.

The GDPR mandates that the social media network provider, as data 
controller, must have a lawful basis for processing users’ personal data 
for content moderation. The GDPR also requires compliance with the 
data protection by design and by default principle in the integration of 
the AI system.

This specific personal data processing is likely to result in a high risk 
to the rights and freedoms of natural persons: a social media network 
provider using AI for content moderation involving vast amounts of 
user-generated content, potentially including special categories of per-
sonal data. The controller shall, before the processing, assess the impact 
of the envisaged processing operations on the protection of personal 
data (Data Protection Impact Assessment, DPIA). Additionally, it must 
be considered that a controller wishing to reuse personal data in the 
context of developing or using high-risk AI systems typically triggers 
the obligation to carry out a DPIA. Effective monitoring mechanisms 
and response mechanisms to mitigate risks and halt processing, when 
necessary, should be identified within the relevant DPIA, in addition to 
its usual content regarding risks to rights and freedoms.

The primary goal of a DPIA is to assess the particular likelihood and 
severity of the high risk to the rights and freedoms of natural persons 
arising from the processing of personal data. It helps controllers identify 
and mitigate these risks before processing takes place. The DPIA will 
help identify and mitigate risks ranging from 5 to 10, as listed in Table 
3. However, this also applies from 1 to 4 (Table  2) or 11 to 14 (Table 
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Table 4
Examples of Risks to society (systemic risks) posed by the AI-powered content 
moderation system in the illustrative example.
 # Risk Examples of harm  
 11 Potential for large-scale data 

breaches
Massive violation of privacy and data 
protection rights, increased likelihood of 
misuse and discrimination or loss of public 
trust impact on fundamental rights and on 
public security

 

 12 Dissemination of illegal or 
harmful content on a large scale 
because the content moderation 
system is not fully effective

Direct harm to individuals including minors, 
the erosion of the integrity of the 
information ecosystem or incitement to 
violence and crime have negative effects on 
democratic processes, civic discourse, and 
electoral processes, as well as public 
security and negative effects on public 
health, minors, and serious negative 
consequences to a person’s physical and 
mental well-being

 

 13 Widespread deployment of a 
high-risk AI system for content 
moderation exhibiting biases or 
inaccuracies and affecting a 
large user base

Detrimental or unfavourable treatment of 
certain natural persons or whole groups, 
compromised justice and due process or 
massive automated discrimination impact 
on fundamental rights and have negative 
effects on democratic processes, civic 
discourse, electoral processes and the rule 
of law

 

 14 Potential for the content 
moderation system to contribute 
to the systemic spread of 
disinformation or harmful 
content because it is not 
sufficiently robust against 
manipulation or adversarial 
attacks

Direct harm to individuals including minors, 
the erosion of the integrity of the 
information ecosystem or incitement to 
violence and crime have negative effects on 
democratic processes, civic discourse, and 
electoral processes, as well as public 
security and negative effects on public 
health, minors, and serious negative 
consequences to a person’s physical and 
mental well-being

 

Table 5
Examples of Risks to national security posed by the AI-powered content moderation 
system in the illustrative example.
 # Risk Examples of harm  
 15 Foreign interference in 

democratic processes through 
the spread of disinformation 
and propaganda

Cognitive warfare or identity-based 
disinformation campaigns cause political 
instability and polarisation, erosion of 
public trust in institutions, legitimacy crises, 
strategic weakening, violence and 
undermine democratic sovereignty

 

 16 Facilitate illegal activities or the 
spread of extremist content

Terrorist recruitment and operations, 
incitement to violence or financial scams 
lead to societal discord, political instability 
and polarisation, erosion of public trust in 
institutions and violence

 

 17 State-sponsored actors or 
cybercriminals may disrupt 
services or conduct espionage 
exploiting cybersecurity 
vulnerabilities in a major social 
media platform which can be 
considered critical infrastructure 
in terms of public 
communication and information 
dissemination

Intelligence gathering and sensitive data 
theft or hindering emergency 
communications, crisis management, and 
the dissemination of vital information to the 
public cause erosion of public trust in 
institutions, legitimacy crises, strategic 
weakening and undermine democratic 
sovereignty

 

4) from a data protection and rights and freedoms perspective. Organ-
isational risks can have direct implications for individuals’ rights and 
freedoms, and systemic risks in digital ecosystems can easily manifest 
as data protection risks, for example. This interconnectedness makes 
categorising risks into distinct, isolated categories almost impossible.

As a VLOP, the DSA imposes specific obligations to the social media 
network provider regarding the algorithmic systems it uses, including 
content moderation. The social media network provider must conduct 
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Fig. 2. Simplified procedure applied in the illustrative example by the social media network provider.
a specific risk assessment proportionate to systemic risks, considering 
their severity and probability. It must include risks related to the 
dissemination of illegal content, any actual or foreseeable adverse 
effects on the exercise of fundamental rights (including freedom of 
expression, data protection, non-discrimination, and the rights of the 
child), risks arising from the misuse of their service (weaponised dis-
information, public opinion manipulation and other risks to national 
security), any actual or foreseeable adverse effects on civic discourse 
or electoral processes, or any actual or foreseeable adverse effects 
concerning gender-based violence, the protection of public health and 
minors and severe negative consequences to the person’s physical and 
mental well-being. When conducting this risk assessment, the VLOP 
must consider, in particular, whether and how the following factors 
influence systemic risks: the design of their AI content moderation 
system, the applicable terms and conditions and their enforcement, and 
the data-related practices.

The social media network provider must diligently deploy the nec-
essary means to mitigate the systemic risks identified in this risk 
assessment, respecting fundamental rights and ensuring reasonable, 
effective, and proportionate measures. The provider should ensure 
that its approach to risk assessment and mitigation is based on the 
best available information and scientific insights. Furthermore, that 
assumptions are tested with impacted groups, involving representatives 
of recipients, potentially affected groups, independent experts, and 
civil society organisations where appropriate. The obligations on risk 
assessment and mitigation may trigger the need to assess and adjust 
their content-moderation system’s design, deployment or configuration 
to prevent or minimise biases that lead to discrimination, for example. 
This process will help identify and mitigate risks from 11 to 14 in Table 
4. But also from 15 to 17 or 5 to 10 (from a fairness, transparency, 
accountability and societal impacts point of view). Therefore, the re-
sults of the DPIA and this assessment may be complementary in some 
respects.

The AI-powered content moderation system is classified as high-risk 
under the AI Act because it makes decisions that significantly impact 
freedom of expression. It is subject to detailed obligations for the 
content moderation system providers (the developers) and the social 
media network provider (the deployer).

Since using AI for content moderation may have a significant soci-
etal impact, the provider is likely to be required to conduct a Funda-
mental Rights Impact Assessment (FRIA) before deploying the system. 
This assessment aims to identify specific risks to individuals’ rights 
and to propose measures for mitigating them. The FRIA must identify 
the deployer’s relevant processes where the high-risk AI system will 
be used, describe the period and frequency of use and the specific 
10 
categories of individuals likely to be affected, identify particular risks 
of harm to the fundamental rights of those persons or groups, and 
determine measures to be taken in case of materialisation of those 
risks, including governance arrangements and redress procedures. This 
process will help identify and mitigate risks from 5 to 10 in Table  2. 
But also from 1 to 3, always from the point of view of an AI system 
(not data processing, not service). If any of the FRIA obligations are 
already met through the DPIA, the FRIA should complement the DPIA 
for the rest of them. But they are different assessments, and this should 
be clear.

As the deployer of this system, the social media network provider 
has other specific obligations, including taking appropriate technical 
and organisational measures to ensure that they use the system ac-
cording to the provided instructions. Furthermore, to prepare human 
oversight measures.

The CRA aims for cybersecurity by design and by default principles 
and imposes a duty of care for the lifecycle of products, including a 
vulnerability management process. The social media network provider, 
as the manufacturer, must address cybersecurity risks associated with 
the product category throughout its lifecycle (planning, design, devel-
opment, manufacturing, distribution, and maintenance), meeting the 
essential cybersecurity requirements outlined in Annex I of the CRA. 
Remember that for products with digital elements classified as high-risk 
AI systems (such as content moderation systems), the CRA introduces 
a presumption of conformity: fulfilling the requirements of the CRA’s 
Annex I is deemed to be compliant with the cybersecurity requirements 
of the AI Act.

Furthermore, risk assessment is a central component of the CRA. 
As a manufacturer of a product, the social media network provider 
must assess the cybersecurity risks associated with this product. This 
process will help identify and mitigate almost all risks in Tables  2, 3, 
4 and 5 from a product cybersecurity perspective: protection against 
unauthorised access, data integrity, availability, and minimisation of 
impact from vulnerabilities. The GDPR’s requirement for the security 
of personal data processing and the DPIA are linked to some of the 
results of this cybersecurity assessment. This risk assessment under the 
CRA, when considering the content moderation system, should consider 
risks to the cyber resilience of the AI system regarding attempts by 
unauthorised third parties to alter its use, behaviour, or performance, 
including AI-specific vulnerabilities like data poisoning and adversarial 
attacks, as well as relevant risks to fundamental rights as required by 
the AI Act.

Suppose that the VLOP performs substantial modifications to the 
third-party AI system. In that case, it is considered a manufacturer 
under the CRA and becomes subject to all manufacturer obligations, 
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including cybersecurity risk assessment and conformity assessment. 
During real-world testing conditions of the AI system, market surveil-
lance authorities may require modifications to testing aspects if the 
conditions for testing are not met, implying the deployer’s involvement 
in ensuring security compliance during this design and pre-deployment 
phase.

Phase 2, the Operational phase, covers the ongoing use of the AI 
system for content moderation, including processing content, making 
decisions, and managing its performance.

Data protection principles under the GDPR, such as fairness and 
transparency, require the platform to be clear with users about how the 
content moderation system uses their data. Additionally, data subjects 
must be able to exercise their rights to access, rectify, and erase their 
personal data, as well as other relevant rights, concerning the data 
used by the content moderation system. If content moderation makes 
decisions that significantly affect users, Article 22 of the GDPR, con-
cerning automated individual decision-making (including profiling), 
would be relevant, granting users the right to human intervention and 
information about the logic involved.

In this phase, appropriate technical and organisational measures 
should be implemented to ensure the security of the personal data 
processed by the AI system. As mentioned before, this directly supports 
the security objectives of the CRA and the AI Act.

The DSA requires transparency regarding how these algorithms 
operate, including the primary parameters that determine content mod-
eration decisions. Users must be informed about the use of automated 
tools and have mechanisms to report complaints or contest decisions. 
In this case, the DSA’s focus on algorithmic transparency and account-
ability complements some of the GDPR and AI Act’s requirements for 
transparency and human oversight.

Deployers must ensure that input data is relevant and sufficiently 
representative and inform users that they are subject to a high-risk 
AI content moderation system, including the system’s purpose and the 
types of decisions it makes. The social media network provider must 
monitor the functioning of the AI system and keep relevant records. 
Furthermore, it must cooperate with the competent authorities in any 
actions they take related to the content moderation system. The AI 
Act also mandates cybersecurity measures for high-risk AI systems, 
which aligns with and reinforces the objectives of the CRA, focused on 
continuous risk, vulnerability and incident management.

Finally Phase 3, Post-moderation, refers to actions taken by the 
VLOP and related parties after the AI system has made or assisted in 
making content moderation decisions.

As a data controller under the GDPR, the provider must facilitate 
data subjects’ rights about decisions made or assisted by the AI system, 
including the right to an explanation of automated decisions or human 
intervention.

The DSA requires providers to provide clear and sufficiently de-
tailed information to recipients when content is removed or access is 
restricted, including the reasons and means of redress. There must be 
clear and accessible mechanisms for redressal and appeal of decisions 
made regarding content moderation. The provider may be required to 
provide regulators with access to or reporting specific data, including 
data on the accuracy, functioning, and testing of algorithmic systems 
for content moderation.

The AI Act establishes the obligation to implement post-market 
monitoring to analyse the system’s performance, especially for AI sys-
tems that ‘‘learn’’ after deployment, and to address emerging risks. In 
addition, to report serious incidents resulting from the use of their AI 
systems to the relevant authorities. The CRA does not establish explicit 
post-moderation obligations.
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6. Discussion

The example in the previous section shows how the social media 
network provider faces a complex web of risk management obligations 
spanning data protection, platform regulation, AI governance, and 
cybersecurity. Compliance requires a holistic approach, considering 
the interconnectedness of these regulations and the roles the provider 
plays as a data controller, online platform provider, AI system de-
ployer and manufacturer of a product with digital elements. Similar 
reasoning could be applied in other scenarios, such as algorithmic rec-
ommendations or algorithms to target advertisements for users within 
VLOPs, AI-based age estimation solutions, algorithmic management in 
the workplace, AI-powered smart home devices, or AI wearables used 
for monitoring and diagnosing purposes.

This paper has proposed a strategy for enhancing the effectiveness 
of risk management by moving beyond isolated processes to a multi-
layered approach that actively leverages efforts and fosters synergies. 
It is essential to consider that these processes differ significantly in 
their focus, the entities responsible for conducting them, and the scope 
of the assessments. Furthermore, in their triggering events: the DPIA 
is triggered by the likelihood of high risk to individuals from data 
processing (before the processing), the DSA systemic risk assessment is 
mandatory for VLOPs/VLOSEs annually and before deploying critical 
functionalities, the FRIA is mandatory for specific deployers of certain 
high-risk AI systems before use, and the cybersecurity risk assessment 
is an ongoing obligation for manufacturers throughout the lifecycle of 
products with digital elements.

Therefore, it is not about ‘‘reducing efforts’’ or ‘‘reusing’’; the pro-
posal is about ‘‘connecting’’. By intentionally connecting these risk 
assessment and management processes (methods, expertise, teams, re-
sources), organisations can better understand potential risks, identify 
overlaps and interdependencies that might otherwise be missed, and ul-
timately develop more robust and targeted mitigation strategies. These 
strategies differ substantially in nature and scope, but they are com-
plementary and must work together. At the same time, there may be 
overlaps and synergies. The safeguards and mitigation measures under 
the GDPR, DSA, AI Act and CRA address a different range of risks. This 
integrated method aims to ensure that the combined outcome of the 
four processes is significantly more complete, richer, and extensive than 
the sum of their individual parts would be if conducted independently. 
In addition, it mirrors the trend in EU regulation towards increasingly 
integrated approaches to governance, recognising the limitations of 
simple, isolated measures.

A multi-layered approach to risk management, while offering nu-
merous benefits, also presents several challenges that should be con-
sidered:

• Potential for information asymmetries and opaqueness: When 
assessing risks associated with complex technologies such as AI 
algorithms, inherent opaqueness and information asymmetries 
can make it difficult to fully understand how different risks might 
interact and manifest across layers.

• Difficulty in defining scope and interdependencies: Defining the 
precise scope of each assessment and how they influence each 
other requires careful consideration given potential vague le-
gal definitions or formulations and complex interconnections be-
tween some risks. As previously discussed, some terms are not 
explicitly defined in the legal framework, or they have different 
meanings in each regulation. In addition, risks are often multi-
faceted, with cybersecurity risks impacting rights and freedoms 
or systemic risks that have implications for data protection. While 
the aim is to leverage synergies, the lack of a common vocabulary 
or poorly coordinated efforts in a multi-layered approach could 
lead to overlapping scope and redundant analysis, therefore, to 
an inefficient use of resources.
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• Balancing competing objectives and potential conflicts: Differ-
ent risk assessments might highlight competing objectives. For 
example, robust cybersecurity measures involve extensive data 
collection for threat detection, which could conflict with the 
data minimisation principle. Balancing these competing imper-
atives requires careful consideration and may involve difficult 
trade-offs.

• Methodological inconsistencies and lack of harmonisation: Differ-
ent types of risk assessment may employ distinct methodologies 
and frameworks. For instance, a DPIA, as outlined in GDPR, 
focuses on risks to individuals’ rights and freedoms related to 
data processing. In contrast, a cybersecurity risk assessment, as 
discussed in the context of the AI Act or the CRA, might pri-
oritise threats to the confidentiality, integrity, and availability of 
products. Bridging these methodological gaps and establishing a 
harmonised approach across layers can be challenging.

• Evolving nature of risks and regulations: Both the threat land-
scape and the regulatory environment are constantly evolving. 
Regulatory uncertainty, or lack of coordination or clarity, might 
discourage innovation and delay the market entry of new sys-
tems. Therefore, maintaining the relevance and effectiveness of 
a multi-layered risk assessment approach is essential, even if it 
requires continuous reassessment and adaptation to new threats 
and regulatory changes.

• Risk of focusing on compliance over genuine risk management: If 
the multi-layered approach is not well designed, there is a risk of 
it becoming a bureaucratic exercise concentrated on compliance 
with multiple requirements (‘‘checkbox compliance’’) rather than 
a genuine effort to identify and mitigate interconnected risks 
effectively. This could lead to a ‘‘compliance before trustworthi-
ness’’ scenario, undermining the intended purpose.

7. Conclusions and future work

The European Union has established a multi-faceted regulatory 
landscape with the General Data Protection Regulation (GDPR), the 
Digital Services Act (DSA), the Artificial Intelligence Act (AI Act) 
and the Cyber Resilience Act (CRA). These instruments have been 
crucial in establishing data protection, safety, and security standards, 
emphasising principles such as fairness, transparency or accountability 
and guaranteeing fundamental rights. Furthermore, introducing risk-
based frameworks, setting mandatory requirements and establishing 
conformity assessment procedures.

This multi-layered regulatory approach is crucial for facing the chal-
lenges presented by the increasing deployment of AI algorithms across 
different sectors. This paper has demonstrated that the combination of 
these four regulations, considering their direct and indirect synergies, 
enables holistic management of the different risks associated with AI 
systems, ranging from privacy breaches and discriminatory outcomes 
to security vulnerabilities.

An exciting line for future work is proposing a unified risk man-
agement framework for AI algorithmic systems that helps to overcome 
the challenges discussed in the previous section. This framework could 
encompass standardised vocabulary to ensure clarity and consistency 
across different regulatory domains, as well as standard methods for 
impact assessment that integrate both security and privacy consider-
ations throughout the algorithm lifecycle. The result of these unified 
tools would be a new approach to performing AI algorithmic audits 
that evaluate the security and privacy of algorithmic systems. Such 
a unified framework would contribute to a more streamlined and 
practical approach to algorithmic governance in the EU, enabling better 
risk identification, mitigation, and, ultimately, greater trust.

Additionally, other aspects of trust, not technical but human, could 
be investigated with current or future legislation concerning AI al-
gorithms, such as diverse participation, education or socio-technical 
design.
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