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Executive Summary 

The choice of defaults in software engineering is not a new concept, as developers have to deal with the 
question of appropriate pre-settings of information and communication technology all the time. However, 
the principle of “data protection first”, as demanded by the General Data Protection Regulation (GDPR) 
when it comes to data protection by default, has neither been the standard behaviour of products, 
services and applications nor a regular principle in software design methods. 

Indeed, GDPR in its Article 25(2) asks for data-protection-friendly pre-settings in a way that only the 
minimum amount of personal data are processed, the extent of the processing is minimal, the shortest 
period of storage is chosen, and the possibilities for accessing the personal data are minimised as well. 
Thus, the objective of data protection by default is to ensure the fundamental principles of data 
minimisation and storage limitation in the IT systems – at least in the beginning when the user has not 
changed the pre-installed settings -, taking always into consideration the specific purpose and the overall 
context of the processing of personal data. This contributes to the GDPR’s goal of fairness of processing 
personal data. It can also contribute to other important GDPR provisions, such as the security of personal 
data processing.  

This report aims to shed some light on what the data-protection-by-default principle means in information 
technology design, what is the situation today, as well as how the new GDPR obligation could support 
controllers in selecting data-protection-friendly defaults. Still, several aspects of the data protection by 
default will have to be discussed more thoroughly in the future, and appropriate best practice solutions 
should be made more visible. Analysing the interplay between data protection and security defaults is also 
essential to this end, taking into consideration relevant usability aspects.  

To this end, the main recommendations made in the report for all relevant stakeholders are presented 
below. 

Recommendations for data controllers and producers of products, services and applications 

The GDPR demands that data controllers realise data protection by design and by default in their data 
processing or, otherwise build their processing on the principle of “data protection first”. Producers of 
products, services and applications, although not having a direct obligation under GDPR, should support 
controllers to reach this essential requirement with proper design, guidance and tools. 

Data controllers should make the notions of ‘by design’ and ‘by default’ key building blocks of their data 
processing operations and invest in relevant best practice implementations. 

Producers of products, services and applications should refrain from using design patterns that can lead 
users towards non-privacy friendly choices; On the contrary, they should embed security, as well as data 
protection by design and default into their business models and provide adequate guidance and support to 
data controllers and end-users. 

Recommendations for end-users 

As products, services and applications do not always embed data protection by default, end-users cannot 
in all cases rely on a data protection friendly pre-setting (and sometimes not even on a secure pre-setting).  
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End users should seek to understand the security and data protection options and configurations of the 
products, systems or applications they use; they should inform themselves about their rights under the data 
protection (as well consumer protection) legislation. 

Recommendations for regulatory bodies 

The supervisory authorities should clarify their expectations on how to translate the requirement of data 
protection by default into action. A more detailed interpretation of the provisions in the GDPR could 
significantly support controllers in the design and adoption of data protection friendly defaults. 

Regulators (e.g. Data Protection Authorities and the European Data Protection Board) should provide 
further guidance on the notion and practical implementations of defaults; they could also present best 
practice examples and relevant use cases that can be used by the data controllers (as well as the producers 
of products, services and applications) who seek to meet the GDPR requirements. 

Recommendations for policymakers and standardisation bodies 

The principle of data protection by default should be considered by lawmakers and standardisation 
initiatives when it comes to the processing of personal data. In the interest of clarity, legal and technical 
norms should be explicit on default settings, whenever this is applicable. The interplay with security 
defaults is also essential to consider to this end. 

Policy makers and standardization bodies should support the adoption of the data protection by default (as 
well as by design) by proposing, wherever possible, relevant technical norms and solutions, as well as 
considering its correlation with the notion of security by default.  

Recommendations for the research community 

For researchers, the data-protection-by-default debate provides multiple interesting angles, including 
open questions on the definition of pre-settings, as well as the notion of the principle of “data protection 
first” in relation to other fundamental design principles, such as security and usability. 

The research community should continue working on the notion of data protection by default, especially in 
correlation with security and usability, as well as other interdisciplinary principles that govern defaults; they 
should also analyse new online business models based on security and privacy defaults, as well as 
technologies that can facilitate their adoption. 
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1. Introduction 

 Background 
When designing IT systems or IT-based services, the default settings, i.e. the properties and functionalities 
that are in place at the very first employment (of these systems or services) without requiring any activity 
or choice by the user, are of vital importance, as they constitute the basis upon which the user will initiate 
his or her interaction. Indeed, the default determines at least the first usage and, if users are not able or 
willing to change it, it further determines the ongoing use. This crucial characteristic of default settings 
(“defaults”) is also relevant to security and data protection related properties and functionalities and can 
be essential to the risk for the rights and freedoms of individuals.  

Recognizing the role of defaults in the protection of personal data, the General Data Protection Regulation 
(GDPR) 1 provides under its Article 25(2) a new obligation for data controllers2 with regard to data 
protection by default. In particular, it mandates that the controller, by the use of appropriate technical and 
organisational measures, shall ensure that only personal data that are necessary for the purpose are 
processed. This is applicable to the amount of the personal data collected, the extent of their processing, 
the period of storage and their accessibility. Moreover, the controller shall ensure that by default personal 
data are not made accessible, without the individual’s intervention, to an indefinite number of natural 
persons. 

The obligation for data protection by default is closely interlinked with the one on data protection by 
design stipulated in Article 25(1) GDPR, which states that the controller shall implement appropriate 
technical and organisational measures designed to implement the data protection principles of GDPR in an 
effective manner and integrate the necessary safeguards into the processing of personal data. In fact, data 
protection by default could be seen as a natural extension of data protection by design when it comes to 
choosing the data protection friendly default settings. Together, data protection by design and by default, 
fall within the overall notion of privacy engineering, i.e. embedding privacy requirements into the 
information systems’ design and operation. In this way, data protection by design and by default, are also 
closely interlinked with security of processing (article 32 GDPR), which is another essential GDPR 
requirement. 

While data protection by default might be perceived only as a substantiation of data protection by design, 
the task of selecting and implementing the default settings has its own specific significance and challenges. 
Indeed, choosing the defaults is not trivial, even with security and data protection by design in mind, as it 
requires an assessment of the necessity for each purpose of the processing, balanced with other equally  
important requirements, such as usability and expected behaviour of the system or service. At the same 
time, it appears that default settings in modern systems and services are not always respecting the data 
protection principles, while in certain cases there are even patterns of nudging users towards non-privacy 
friendly choices3, which can often lead to extensive users’ tracking4.This shortcoming seems to be 

                                                           

1 Regulation (EU) 679/2016 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with 
regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data 
Protection Regulation), http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=en  
2 The natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purpose 
and means for the processing of personal data. 
3 See 2018 report of the Norwegian Consumer Council, ‘Deceived by design’, which discussed how companies use “dark patterns” 
to discourage users from exercising their rights to privacy [Forbrukerrådet, 2018]. 
4 See also relevant report of Norwegian Consumer Council “Every Step You Take” [[Forbrukerrådet, 2018 -1]. 

http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=en
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prominent in the area of mobile apps, where several entities (app developers, operating system –OS- 
providers, library providers, app stores, etc.) are involved in the processing of personal data, while users 
are often unaware about what their default settings are and how they can modify them.5 

Against this background and following previous ENISA’s work in the field [ENISA 2014] [ENISA, 2015], the 
Agency decided under its 2018 work-programme6 to explore further the notion and possible application of 
data protection by default. As ENISA is expected to provide guidance on aspects of network and 
information security policy in the EU, it is logical that addressing particular areas of interest, including in 
privacy and data protection, is a reasonable extension of its work and it meets stakeholders’ needs. 
Indeed, given the close interplay between the defaults and the ‘by design’ principle, as well as the security 
of personal data, ENISA perceives this study as the first step to open the discussion towards the critical role 
of defaults in online services and applications, both for the security and privacy of users.  

 Scope and objectives 
The scope of this report is to discuss the concept of data protection by default in GDPR and further analyse 
its main elements and possible implementation aspects.   

In particular, the report has the following objectives: 

 Explore the notion of data protection by default and the relevant new obligation for data controllers 
under GDPR.  

 Examine the specific criteria that can be useful for the definition of data protection friendly defaults. 

 Provide relevant examples and best practices in the field. 
 

Overall, the report aims at contributing to the notion of data protection defaults, as a starting point for the 
overall discussion for security and privacy defaults in online systems and services.  

The target audience are data controllers, producers of products, services and applications, Data Protection 
Authorities (DPAs), researchers, as well as any other party interested in the notion of data protection by 
default. 

It should be noted that the discussion and examples presented in this report are only focused on analysing 
the ideas around data protection by default; they should by no means be interpreted as a legal opinion on 
the relevant cases. 

 Outline 
The structure of the report is as follows: 

 Chapter 2 explores the notion of data protection by default and further elaborates on the GDPR 
relevant provision and its main elements. 

 Chapter 3 presents some best practices on the practical application of data protection by default. 

 Chapter 4 proposes a list of self-assessment questions that may be of use for controllers or producers 
of products, services and applications when determining the default settings. 

 Chapter 5, summarizing the previous discussions, provides the main conclusions and recommendations 
for all related stakeholders. 

                                                           

5 See also relevant ENISA’s study on privacy and data protection in mobile applications [ENISA, 2017].  
6 ENISA programming document 2018-2020, https://www.enisa.europa.eu/publications/corporate-documents/enisa-
programming-document-2018-2020. 

https://www.enisa.europa.eu/publications/corporate-documents/enisa-programming-document-2018-2020
https://www.enisa.europa.eu/publications/corporate-documents/enisa-programming-document-2018-2020
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This report is part of ENISA’s work in the area of privacy and data protection7, which focuses on technical 
solutions for the implementation of GDPR, privacy by design and security of personal data processing. 

                                                           

7 https://www.enisa.europa.eu/topics/data-protection  

https://www.enisa.europa.eu/topics/data-protection
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2. Exploring data protection by default 

In this Chapter, we explore the concept of “data protection by default”. In particular, after a short 
definition of the notion of defaults in Section 2.1, Section 2.2 discusses the importance of default settings 
in system design. Section 2.3 then describes the view of the GDPR where Article 25 defines requirements 
both for data protection by design and by default. The implementation of data protection by default is 
further analysed in Section 2.4, where a number of parameters are presented with regard to selecting data 
protection friendly default settings. This is important both for data controllers, as well as for producers of 
products, services and applications who should be considering data protection by default when developing 
IT systems and IT-based services. Section 2.5 concludes this Chapter by briefly introducing the notion of 
security by default and linking it to the scope of this study.  

 The meaning of default settings 
In the process of building IT systems or IT-based services, the developers have to decide on the possible 
ways of implementing the desired functionality. To this end, some functions are “wired in”, i.e. they cannot 
be configured or changed after the system/service has been built. For other functions, it depends on the 
configuration, i.e. the specification of the system’s relevant settings, whether or not these functions are 
activated and which parameters are used. This configuration can be adapted according to the needs of the 
users. For instance, the end-users themselves may define the desired settings and potentially change them 
over time, or a company may enforce the appropriate configuration for all employees’ IT systems before 
the role-out phase. 

Regarding the configurable functions, the developers have to determine which of them should be pre-
configured, i.e. set to specific values, which represent the default behaviour of the IT system in case 
nobody changes these settings. Alternatively, it could be refrained from pre-selecting any configuration; 
e.g. when installing the IT system or service, the users (or local administrators) could be asked for their 
choices, thereby configuring the system according to their needs.  

To this end, the default in an IT system or service refers to a pre-configured or pre-set value that is 
assigned to a configurable setting of this system or service. This setting will not change without the user’s 
intervention. It can vary from a single selection to multiple selections regarding the same function, which 
all together formulate the so called ‘default settings’. Moreover, it can be relevant to the core system 
functionality or the provision of complementary or additional system functions. 

Defaults govern a great part of the daily usage of IT systems and services, which may or not be evident to 
users. For example, default settings for network mode, system display, backup options, internet browser, 
are only a few typical cases, which are applicable to all types of IT operating systems. Default values are 
often pre-configured in several online forms, when users are asked to provide information (e.g. defaults on 
country or language selection). Security defaults determine the basic security properties that a service or 
application provides (e.g. with regard to access to a computer’s resources or storage of information). 
Privacy defaults determine the default way an application or device processes the personal data of its user 
(e.g. with regard to access to contact data, camera or microphone use, location data, etc. in a mobile 
phone). 

Whenever a default is assigned, the user’s interaction is clearly minimised. Therefore, defaults are 
essential in order to allow the smooth operation of systems and services without burdening the users with 
a multitude of questions and choices to make. At the same time, using defaults may increase errors on the 
users’ side, i.e. if defaults are not appropriately selected or if the users are not adequately informed. For 
this reason, the possibility of changing the defaults is an indispensable requirement that goes together 
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with offering the default option in the first place; in certain cases it might even be required to change the 
defaults upon first use (e.g. default password in a server’s configuration). In all cases, the availability of 
information about the defaults is of utmost importance for proper utilisation of the full functionality of a 
system or service.  

 The importance of data protection defaults in system design 
Defaults play an important role in system design. As mentioned earlier, the default setting determines how 
the system works if nothing is changed. Thus, it is not only the starting point of how the system is used, but 
since many users will never change the default setting, it will govern the usage to a great extent [Kesan, 
2006]. 

This holds for privacy and data protection, too. When Cavoukian developed the foundational principles for 
privacy by design, she dedicated one principle to “Privacy as the default setting: If an individual does 
nothing, their privacy still remains intact. No action is required on the part of the individual to protect their 
privacy – it is built into the system, by default.” [Cavoukian, 2011]. Perhaps it is questionable whether there 
is such thing as a guarantee for “intact privacy” in real-life situations. The European Data Protection 
Supervisor elaborated on the default principle in the opinion on the Data Protection Reform Package: “The 
idea behind the principle is that privacy intrusive features of a certain product or service are initially limited 
to what is necessary for the simple use of it. The data subject should in principle be left the choice to allow 
use of his or her personal data in a broader way.” [EDPS, 2012, p. 29-30].  

Either way, the gist of this basic principle is convincing: Certainly, current systems and services very often 
do not implement anything near privacy-enforcing defaults [Forbrukerrådet, 2018]. Instead, common 
defaults are rather privacy-infringing, e.g. if users are not asked for consent (opt-in), but have to object 
(opt-out) if they don’t agree with the processing of their personal data [Johnson, 2002].8 A lack of 
awareness, potentially high effort for opting out and insufficient usability make it hard for users to 
maintain their privacy, or at least to reduce the data protection risk [Leon, 2012]. 

In addition to the opt-in vs. opt-out questions, researchers have investigated how the way of presenting 
the choices to the user, that are offered on the basis of the default, influences the behaviour [Acquisti , 
2011 and Keller, 2011]. The concept of nudging can be based on the pre-configured defaults [Thaler, 2008]. 
While nudging often maybe suspected as manipulative, the information of choices can be enriched by 
comparing different options and highlighting the benefits and losses of the alternative choice (so-called 
“enhanced active choice”, [Keller, 2011]. 

For the European market of processing of personal data, the GDPR has defined the principle of “data 
protection by default” in Article 25 as a technology-perspective substantiation of the well-known – but not 
yet well implemented – necessity principle. The GDPR acknowledges the power of system design and 
demands appropriate defaults that put data protection first and ensure that only data processing to the 
minimum extent necessary for a purpose takes place. 

 The notion of “data protection by default” in GDPR 

2.3.1 Article 25 GDPR 
Data protection by design and by default is regulated in Article 25 GDPR that contains three paragraphs: 
While the first paragraph tackles data protection by design, the second paragraph describes the 
requirements for data controllers for data protection by default, and the third paragraph refers to 
certification (cf. Article 42 GDPR) as an element to demonstrate GDPR compliance. Article 25 GDPR is 

                                                           

8 The GDPR makes it very clear that “pre-ticked boxes or inactivity should not [...] constitute consent”, cf. Recital 32. 
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central for the accountability principle defined in Article 5(2) GDPR and substantiated in Article 24 GDPR, 
where it is made clear that the data controller has to be able to demonstrate that processing is performed 
in accordance with the GDPR. This includes how the processing is designed and whether the appropriate 
technical and organisational measures are being implemented. 

Focusing in this text on data protection by default, Article 25(2) GDPR reads as follows: 

“The controller shall implement appropriate technical and organisational measures for ensuring that, by 

default, only personal data which are necessary for each specific purpose of the processing are processed. 

That obligation applies to the amount of personal data collected, the extent of their processing, the period 

of their storage and their accessibility. In particular, such measures shall ensure that by default personal 

data are not made accessible without the individual's intervention to an indefinite number of natural 

persons.” 

2.3.2 Data-protection principles addressed by data protection by default 
Data protection by default implements the rule to limit the data processing to what is necessary for its 
purpose, namely the data protection principles of data minimization (Article 5(1)(c) GDPR) and storage 
limitation (Article 5(1)(e) GDPR) on the basis of the principle of purpose limitation (Article 5(1)(b) GDPR). 
Although its main focus is on necessity, Article 25(2) is also linked to other data protection principles, such 
the principle of transparency (Article 5(1)a GFPR), as well as the principle of integrity and confidentiality 
(Article 5(1)(f)GDPR) and the overall security of processing according to Article 32 GDPR (see also relevant 
discussion in Section 2.5). 

Data protection by default is tightly interlinked with data protection by design, demanded by Article 25(1) 
GDPR: “implement appropriate technical and organisational measures [...] which are designed to 
implement data-protection principles”. While the first paragraph of Article 25 GDPR requires building in 
each of the data-protection principles laid down in Article 5 GDPR, the second paragraph is dedicated to a 
data-protection-friendly default setting, focusing on those data-protection principles related to necessity. 
The focal point for determining the necessity is “each specific purpose of the processing”. Thus, data 
protection by default does not force the deactivation of any lawful processing, but it requires the limitation 
of the processing to the minimum depending on each specific purpose. 

It should be stressed that, while data protection by default directly refers to the GDPR data protection 
principles (Article 5 GDPR), it introduces a very important novelty, i.e. putting the choices and needs of 
individuals as the starting point for any processing of personal data. Indeed, by setting data protection 
defaults, the controller, being as neutral as possible, is actually making the individuals’ expectations (for 
the processing of personal data) a core requirement, thus also considerably contributing towards building 
trust between controllers and individuals. This also shows the dynamic nature of defaults, as well as the 
fact that they may significantly vary between different types of personal data processing.  

2.3.3 Different roles with regard to data protection by default 
Following the GDPR terminology, the different parties/roles involved in the implementation of data 

protection by default are as follows: 

 The producer (of a product/service/application) decides on the design and on the configuration 
options of a product, service or application.  

 The data controller determines the purposes and means of the processing of personal data (Article 
4(7) GDPR). The data controller is responsible for the data processing including the default pre-setting 
(as offered by the producer’s product, service or application). 

 The data processor processes personal data on behalf of the data controller (Article 4(8) GDPR). 
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 The data subject is a natural person, or otherwise an individual, whose personal data are processed. A 
data subject can be a user or a non-user. 

 A user (of a product/service/application) is an individual using a product, service or application. Users 
may change the configuration of the system as far as this is offered. Note that term end-user is also 
sometimes utilised with the same meaning. Users may have different roles, e.g. being a customer – 
then the user is a data subject – or being an employee of the data controller or the data processor – 
then the user is also a data subject in the sense that the employer is processing the employee’s 
personal data; an employee working with personal data of customers according to the rules of the 
organisation is representing this organisation (i.e. the data controller or the data processor). 
 

The aforementioned terminology and roles are followed in the descriptions within the rest of the 
document. 

2.3.4 Relationship between data protection by design and data protection by default 
As already mentioned earlier, data protection by design and by default and closely related.  

For instance, an implementation of data protection by design (as well as of security of processing) could be 
that an IT system automatically encrypts any data transfer without the need or the possibility of users to 
change that functionality. In this case, the encryption functionality is wired-in. This also contributes to the 
principle of data protection by default, since encryption limits the accessibility of the personal data9.  

In addition, data protection by default is specifically relevant whenever the setting can be changed, e.g. by 
choice of the user. In this case, the default setting has to be configured in a way that minimises data and 
data processing, thereby also limiting the possible risks, taking into account the purpose of the processing. 
For example, in many mobile apps location data are not necessary for the purpose of the app, yet they are 
often collected by default [Chitkara, 2017]. A data-protection-friendly default setting in such a case would 
be to refrain from accessing or processing in any other way the mobile phone’s location data.  

Depending on the purpose, however, default settings for the processing of the same type of data might be 
different if for instance these data are necessary for the specific data processing operation. For example, 
some apps provide location-based information, e.g. for sending vouchers for a café nearby or for 
navigating the user to the nearest pharmacy and, thus, require access to the mobile’s phone location data 
(otherwise the service cannot be offered). If this is the purpose of the app and the users have been 
informed about it (e.g. through a dedicated pop-up message during the first time it was executed), the 
default setting would probably reasonably include the access to location data.  

The possibility to change the defaults is also equally important to this end. For example, a user of an app 
that initially does not access location data may decide in a conscious choice to disclose this information 
later for the additional purpose of getting location-based information [Datatilsynet, 2018]. In this case, the 
user may actively choose to change the pre-configured data-protection-friendly settings, thus making the 
location data available to the app10. Similarly, the user may choose to deactivate the collection of location 
data, thus reverting to the data-protection-friendly default. In both cases, it is important that the user can 
change his/her choices easily and without being prejudiced towards specific ones. Moreover, since the 
default setting has to reflect the necessary data processing regarding the purpose, a change should not be 

                                                           

9 This of course is also clearly related to the encryption technique applied, as well as the parties that may have access to the 
underlying cryptographic keys. 
10 This change would act as a freely given, informed expression of the user’s will – as demanded for valid consent (see Article 4(11) 

and Article 7 GDPR on consent). The requirement of being informed can be derived from the data-protection principle of 
transparency (Article 5(1)(a) GDPR). 
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required for realising at least the basic functionality. In other words, a change of the pre-setting should not 
be crucial for the functional capability of the data processing. 

Although data protection by design and data protection by default seem to be like twins in their structure, 
sharing the same idea of building in data-protection functionality and thereby making it easier for data 
controllers to comply with the legal data-protection framework and for users to maintain their private 
sphere, the structure in Article 25 GDPR differs between the “by design” and the “by default” parts.  

Article 25(1) GDPR is a refinement of Article 24(1) GDPR that states the responsibility of the data controller 
for processing the data according to the Regulation. Both Articles – as well as the security norm Article 
32(1) GDPR – start with a prefix text on conditions that have to be taken into account when determining 
the appropriate technical and organisational measures. While Article 24(1) GDPR limits its perspective to 
the conditions of “the nature, scope, context and purposes of processing” on the one hand and on “the 
risks of varying likelihood and severity for the rights and freedoms of natural persons” on the other hand, 
both Article 25(1) and Article 32(1) GDPR extend their view on “the state of the art” and “the cost of 
implementation”. These conditions constitute the criteria that have to be balanced by the data controller 
as a basis for its decision on the technical and organisational measures.  

The choice of measures to take and the waiver of other measures have to reflect the proportionality 
principle. Having said that, the character of Article 25(2) GDPR stands out as it is not formulated in a 
relative way (i.e. not beginning with “taking into account”), but the demand of the appropriate default 
setting is expressed in absolute terms – it stipulates a guarantee for protection with respect to data 
minimisation, at least in the beginning of the data processing [Bygrave 2017]. This is in line with the 
character of the GDPR since Article 25(2) GDPR mainly repeats the data-protection principles concerning 
necessity of personal data for a purpose, but applies it to the technical realisation. As a result, whenever 
default settings play a role, they must adhere to the requirements of necessity for the respective purposes.  

 Understanding data protection by default 

2.4.1 Data controllers as addressee of data protection by default  
The obligation for data protection by default in GDPR is directed only to the data controller. Unlike other 
demands of the Regulation, e.g. on implementing technical and organisational measures for security (cf. 
Article 32 GDPR), the data processor is not directly addressed by Article 25 GDPR.  

Similarly, Article 25 GDPR does not directly target “producers of the products, services and applications”; 
these stakeholders are only mentioned in Recital 78, sentence 4: “When developing, designing, selecting 
and using applications, services and products that are based on the processing of personal data or process 
personal data to fulfil their task, producers of the products, services and applications should be encouraged 
to take into account the right to data protection when developing and designing such products, services 
and applications and, with due regard to the state of the art, to make sure that controllers and processors 
are able to fulfil their data protection obligations.” The said encouragement could be accomplished by 
data controllers when determining the means for the processing, in particular when selecting the products, 
services and applications to be employed for the planned data processing. For instance, data protection by 
default (and by design) could be set as a requirement in any procurement process from the data controller 
as far as processing of personal data is concerned. In such cases, a minimum requirement from the data 
controller’s perspective could be to demand from producers of products, services and applications that 
they facilitate the data controller to set the data-protection-friendly default before release (e.g. by 
evidently providing information on product’s operations, pre-settings and available choices). Of course, it 
can be helpful if the producer directly applies the GDPR and therefore the appropriate data-protection-
friendly defaults have already been pre-configured. By applying this requirement to the data controller’s 
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process of procurement, selection and configuration, the GDPR will achieve an indirect effect on data 
processors or producers with regard to data protection by design and by default. 

2.4.2 Effect on producers of products, services and applications 
The indirect effect of data protection by default to producers of products, services and applications should 
not be underestimated. A data controller that seeks compliance with GDPR would probably not knowingly 
purchase products or enter into contacts with service providers as data processors where the obligation of 
data protection by default cannot be fulfilled.  

However, the current market situation is characterised by deficiencies in widely used software and 
services. A recent report of the Norwegian Consumer Council even lists privacy-intrusive defaults of well-
known services and application providers. [Forbrukerrådet, 2018]. Clearly, these companies are not only 
producers, but often act as data controllers themselves and are therefore directly subject to the 
requirements of the GDPR including data protection by default. This holds for many producers of products, 
services and applications who are not only software developers (with no relationship to any natural person 
as customer) but have contracts with their users. In these cases they process their users’ personal data at 
the very least in the form of unique identifiers, e.g. for providing regular updates or analysis of usage 
patterns. Still, there are hardware and software developers with no own processing of personal data. Here, 
the organisation that employs that hardware or software is the data controller and thereby solely 
responsible for implementing the data-protection-friendly defaults whenever processing of personal data 
is affected, e.g. personal data of customers or of employees. It is important that the defaults are properly 
implemented before the role-out and the beginning of the data processing. 

It is interesting to note that, while the GDPR refrains from directly placing producers under an obligation 
but only relies on an indirect effect on the market, the proposal of the ePrivacy Regulation from the 
European Commission takes a different approach, as it contains demands on functionality of the software 
[European Commission, 2017]11. However, the ePrivacy Regulation is not in force yet and the concept of 
requirements which address the software used for communication may not be retained in the final text12.  

2.4.3 General decisions in the design process 
In the design process of IT systems or IT-based services, the producer of such a system or service, needs to 
take the decision whether some specific functionality or behaviour of the system or service is being built in 
or is rather configurable, as shown in Fig. 1. For each configurable part, it has then to be decided whether 
there is a pre-setting or not (i.e.: no default selection; the user would be forced to explicitly choose the 
setting before use). For each pre-setting, the configuration that fulfils Article 25(2) GDPR has to be 
determined and implemented. This can be done by the producer or the data controller, on the basis of the 
information provided by the producer, who deploys the relevant system or service for a specific data 
processing operation (see also section 2.4.1). In any case, the data controller is the one responsible under 
GDPR for data protection by default and, thus, needs to able to understand the default settings in the 
system or service, as well as the possible choices for changing the defaults.  

                                                           

11 In particular, Article (10) of the EC proposal demands that “Software placed on the market permitting electronic 
communications, including the retrieval and presentation of information on the internet, shall offer the option to prevent third 
parties from storing information on the terminal equipment of an end-user or processing information already stored on that 
equipment”. The same article also provides that “Upon installation, the software shall inform the end-user about the privacy 
settings options and, to continue with the installation, require the end-user to consent to a setting”. 
12On 19 October 2018, the Council of the European Union presented a revised version of the Proposal for an ePrivacy Regulation 

that omits Article 10, https://www.parlament.gv.at/PAKT/EU/XXVI/EU/03/91/EU_39172/imfname_10848802.pdf. This, among 
others, will be subject of further discussions among the European Commission, the Council and the Parliament. 
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Fig. 1: Overview on choices in the design process regarding functionality or behaviour of an IT system (on the basis of [Bieker, 
2017]) 

The data protection by default principle does not necessarily imply that a pre-configured default is 
reasonable in all situations. For instance, other legal obligations may prevent specific pre-settings or 
prohibit defaults at all because an explicit decision by the user is regarded as mandatory, e.g. on the basis 
of consumer protection law. Still, a meaningful default setting in the sense of Article 25(2) GDPR would in 
many cases be preferable (from a data protection point of view) over putting the burden on the users for 
each single configuration option. 

2.4.4 Criteria for setting the defaults 
As already highlighted, the data controller is the responsible actor for the default setting. It has to 
implement the appropriate technical and organisational measures for ensuring that, by default, only 
personal data, which are necessary for each specific purpose of the processing, are processed. For 
instance, this could be a limitation of what is being disclosed on the end-user’s side. On the other hand, it 
could also be a limitation of what is being analysed or otherwise processed on the data controller’s side. As 
an example, in the case of an Internet browser13 that is installed at the user’s side without any further data 
processing, the browser’s manufacturer would not be a data controller with the responsibility over user 
data, but only a software producer that is not addressed by the GDPR. The browser could be configured in 
a way that omits disclosure of some usage information, but due to technical reasons data such as the IP 
address, the screen resolution or the browser version – the entire, often identifying browser fingerprint14 – 
would probably be transmitted when the user visits an online service offered by a data controller. In such 
case, a good practice for the data controller would be to refrain by default from analysing the disclosed 
information, as long as this is not necessary for a specific data processing purpose.15 

                                                           

13 Note that the ePrivacy Regulation that defines requirements for software such as Internet browsers is not effective, yet. In the 

meantime, data protection legislation that has been put into force including the GDPR applies to all processing of personal data. 
14 See also: Article 29 Data Protection Working Party opinion on device fingerprinting [WP29, 2014b]. 
15 However, the browser manufacturers could support this behaviour by communicating that tracking of the user’s behaviour is 

not desired unless explicitly stated otherwise. Note that the communication of the user’s expressed preference concerning being 
tracked is subject of the W3C Candidate Recommendation on “Tracking Preference Expression (DNT)”. Since the W3C specification 
does not aim at substituting “regulatory, legal, or other regional requirements regarding tracking” (including the GDPR), does not 
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To this end, concerning the “data protection by default” requirement, reference is made to the principles 
of purpose binding, data minimisation and storage limitation. They are reflected by four criteria in Article 
25(2) GDPR that characterise a data-protection-friendly default and should, thus, be used by controllers 
when defining the defaults: 

 Criterion 1: Minimum amount  of personal data 
 
The amount of personal data has to be the minimum for the purpose. This does not mean that the 
number of bits is reduced as much as possible; instead, the alternatives of data sets whose collection 
could be less infringing concerning the private sphere of an individual have to be compared with each 
other. It could be fewer attributes, of less sensitive data. Obviously the amount of personal data can 
be decreased, too, if the data are not, or less, personally identifiable. This could be aggregated 
information that yields anonymous data or it could also be pseudonymised data where the additional 
information is kept without access of others. 

 

 Criterion 2: Minimum extent of the processing of personal data 
 
The personal data processing should also be minimised according to each specific purpose, e.g. 
limitation of whether data are stored at all, whether and how the data are analysed once or multiple 
times, whether the data are transferred to other recipients, whether the data are linked with other 
information, e.g. for profiling purposes (Article 21 GDPR). In this regard, the provision of effective tools 
(by the controller) that can facilitate the exercise of data subjects’ rights is also very strongly linked to 
minimising the extent of the processing, while contributing to the overall empowerment of the data 
subjects’ to this end. 
 

 Criterion 3: Minimum period of the storage of the personal data 
 
Clearly, the period of storage of personal data by the controller plays an important role. With respect 
to the purpose, the minimum time for storing the personal data has to be chosen. This could mean no 
storage at all, or an anonymisation or erasure as soon as possible. 
 

 Criterion 4: Minimum accessibility of the personal data 
 
Accessibility in Article 25(2) GDPR tackles possible access by any entity (people such as other users, 
organisations such as the data controller or government authorities, machines such as search engines 
or cloud servers). The accessibility depends on where the data are stored or processed, how the access 
is limited by assigned access rights, whether the data is stored or processed in clear text or in an 
encrypted matter and who could decrypt the data, who the recipients of the data are, and whether 
multiple copies, including not securely erased files, may exist that can be accessed by others. The 
location of storage and processing is important to determine the accessibility, e.g. the difference 
between a local processing on a device on the user’s side and the central processing in a cloud or on 
servers on the data controller’s side. Limiting the accessibility also means to limit the storage in 
jurisdictions where the law allows governmental access without sufficient guarantees for the 

                                                           

demand for a preconfigured “no tracking” by default [Fielding, 2017, section 10.1]. Instead, the W3C specification points to 
whether “the recipients believe that the signal has been deliberately and knowingly configured”. 
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protection of personal data. Also, when emitting personal data the range should be narrowed as far as 
possible concerning the purpose to prevent unauthorised accessibility.16 
 

With regard to accessibility, it is interesting to note that Article 25(2) GDPR specifies that by default that 
personal data must not be made accessible without the individual’s intervention to an indefinite number 
of natural persons. As a consequence, the data controller should implement technical and organisational 
measures that prevent personal data from being made public by default [EDPS, 2018, p. 12]. This provision 
can be especially relevant in the case of social networks [Hansen, 2013] or for data sharing in an Internet-
of-things scenario [Article 29, 2014, p. 23] or for data exposure via search engines [IWGDPT, 2013].  

2.4.5 Assessing and documenting the defaults 
Before the processing starts, the purpose and the necessary data have to be specified [ICO 2018]. Taking 
into consideration the four criteria mentioned in 2.4.5, a starting point for data controllers could be to list 
all purposes of the processing operations, and assess and document for each specific purpose if the chosen 
defaults are data-protection-friendly. This process can support data controllers selecting the appropriate 
defaults and eventually could constitute the basis for compliance with Article 25(2) GDPR. It may be 
obvious which data items have to be processed to achieve a specific purpose. However, often there is the 
potential for minimising the set of data, e.g. if the real name is not necessary, but a pseudonym would 
suffice; e.g. if the exact birthdate is not necessary, but only proof for being of age; if the device ID is 
needed for the technical interaction, but no longer than a session and thus changing identifiers with 
limited validity would have to be preferred. The same holds for the minimum extent of data processing, 
minimum storage period and minimum accessibility.  

Striving for the data-protection-friendly defaults, can also help the data controller look for other options 
that may present a means of a less infringing measure. This requirement is not newly generated by Article 
25 GDPR, but has to be fulfilled anyhow according to the data-protection principles of necessity, data 
minimisation and storage limitation laid down in Article 5 GDPR. Though, Article 25 GDPR sets a focus on 
designing the data processing where not only the data categories play a role, but technical solutions for 
limiting the data processing to the utmost extent have to be taken into consideration. This approach 
encompasses also those data items that only are being used for technical purposes, e.g. temporary files or 
additional data that, solely or in combination, may be identifying information, such as the browser 
fingerprint. Further, for evaluating the accessibility of the data, the data controller will have to check 
possible accesses from service providers or other parties. This means that putting the data processing into 
a cloud, the accessibility check would have to consider also the cloud provider as well as governmental 
authorities that may enforce the access to those data. 

Furthermore, Recital 78 of the GDPR points out that “[i]n order to be able to demonstrate compliance with 
this Regulation, the controller should adopt internal policies and implement measures which meet in 
particular the principles of data protection by design and data protection by default”. It is a good practice 
that such internal policies are documented in written form; typically, these inner-organisational directives 
are enacted by management and communicated to all employees. Those internal policies may contain 
information on how Article 25 GDPR is implemented in the organisation, e.g. how it is ensured that the 
GDPR requirements will be considered “both at the time of the determination of the means for processing 
and at the time of the processing itself”, as demanded by Article 25(1) GDPR. This calls for building a 
culture of awareness for data protection within the organisation, with senior management and data 

                                                           

16 This is for instance covered by the following recommendation concerning connected vehicles: “Standards for the 
implementation of the Cooperative Intelligent Transportation Systems (C-ITS) should limit the diffusion of information only to 
vehicles and infrastructure entities within close range of the emitting vehicle.” [IWGDPT, 2018, p. 12]. 
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protection teams as good examples. It should become a core property woven into all organisation policies 
and procedures. 

With respect to the defaults of processing, the responsibilities concerning the decision on the exact setting 
and its regular evaluation whether it is still an appropriate default have to be determined. Also, data 
protection by default should be – as well as data protection by design – a requirement that is to be made 
explicit as an essential factor in any development, design or procurement endeavour. Before releasing a 
new system or new process, the compliance with data protection by design and by default should be 
tested and checked; also appropriate defaults should be specified. 

2.4.6 Additional issues for the data controller concerning the default 
The principle of data protection by default complements other data protection requirements in the GDPR. 
For instance, “security by default” – not phrased that way, but could be derived from the security 
requirements laid down in Article 32 GDPR – can be regarded as an implementation of both data 
protection by default and by data protection by design that, by definition in Article 25(1) GDPR, demands 
building in all data-protection principles including security (Article 5(1)f GDPR) – see also Section 2.5. 

Of high importance is the data-protection principle of transparency (Article 5(1)a GDPR), being 
substantiated in Articles 13 and 14 GDPR: the data controller is obligated to provide information about the 
data processing and the data subject rights to the data subjects, whereby this has to be realised “in a 
concise, transparent, intelligible and easily accessible form, using clear and plain language” (Article 12(1) 
GDPR). To this end, if the starting point is a data-protection-friendly pre-setting, it is essential that the user 
is informed not only about the properties of the current configuration, but also the possible effects of 
changing the pre-setting. This encompasses, among other, if additional purposes of data processing will be 
pursued, if further recipients may get access to the data, if the data may be stored for a longer time, etc. If 
the data processing is being modified, e.g. when products or services are updated, this would also require 
that the data controller informs the data subject accordingly. If an update demands a new default setting, 
this specifically should be explained (since the user would not expect this). However, overriding a 
configuration that a user has diligently elaborated should only happen under exceptional circumstances, 
e.g. if it is necessary to mitigate a risk. Again, transparency about the changes and the reason for that is 
important. 

The principle of fairness should also be governing the determination of the purpose of the data processing: 
It is important that data controllers consider a basic functionality that can easily constitute a data 
minimising default – aiming at minimising the risk for the rights and freedoms of natural persons [Hansen, 
2018], instead of constructing a largely sophisticated purpose and overloading it with supposedly needed 
functionality or otherwise using “dark patterns” in system design [Forbrukerrådet, 2018]. This would not 
only help implement the principle of data protection by default of the GDPR, but provide a way to gain the 
users’ trust in the data controller. Indeed, if the users have the justified feeling that they are treated with 
respect and fairness, it seems more likely that they will give informed and free consent for further data 
processing. What is more, users can collect experiences on the basis of simple usage possibilities and learn 
to estimate and handle potential risks before being exposed to a scenario that is too complex and 
overwhelming for inexperienced users. 

The same spirit calls for user options that do not throw all data protection guarantees over board once the 
first change is made [Hansen, 2017, p. 35], but enable gradual modifications, e.g. in the extent of data 
processing [ENISA, 2017, p. 51]. If further purposes are introduced, these will shape the new default. If the 
purpose is characterised by further sharing of information (e.g. with friends in a social network) as far as 
the user agrees to, the purpose as such would not change, but the user will tailor the amount of disclosure 
or processing according to the specific scenario. The preference of gradual changes does not exclude 
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meaningful clustering, e.g. that users would not have to specify for each friend which data items to share, 
but could group the acquaintances and define per-group settings for determining what to share.  

This illustrates an ambiguous relation between data protection by default and usability requirements. On 
the one hand, basic settings and purposes as well as the related risk are much easier to understand and to 
control. This can support usability. On the other hand, the configured default may in certain cases restrict 
the functionality, e.g. if as a default the data controller keeps less data about a user, if the system does not 
demand user accounts that provide configuration possibilities valid for future use, if processing in the 
cloud is minimised and therefore the usage across different devices is less supported, or if the system 
dispenses with personalisation, thereby potentially sacrificing some usage convenience. All these examples 
can be countered by clever design strategies, e.g. by additional tools on the user side that facilitate 
communicating additional information only if and when desired by the user. Also, users may give consent 
for personalised services after being informed about the data processing and the consequences. Still, this 
does not go against a data-protection-friendly default as a starting point. 

In a world of widely distributed “dark patterns” that nudge users into privacy-adverse behaviour, as a 
countermovement thought should be given to design patterns and defaults that may urge users towards 
privacy-friendly choices. However, this must not be misunderstood as a manipulation of people: The “good 
purpose” of better data protection does not justify the means. Therefore, transparency and fairness are of 
utmost importance. 

 Security by default 
Similarly to the concept of data protection by default, which aims at putting data protection first, security 
by default refers to putting security first, or otherwise, making security the key element of the initial 
configuration of products, services or applications. One could argue that these two concepts are actually 
very closely linked (a comparison to the notions of security by design and privacy by design is also relevant 
to this end). Indeed, if the preconfigured settings are by default adhering to a high level of security 
protection, it is reasonable to expect that personal data will also be subject to a high protection level. On 
the other way round, as security is a fundamental principle of data protection, privacy-friendly settings will 
also preserve by default the security of personal data.  

Still, having said that, there are certain differences between the two. Data protection defaults seek to 
address the requirements regarding the protection of personal data, which are not only security-related. 
On the other hand, security defaults refer to all types of products, systems and services (and not only 
those processing personal data). Moreover, despite their interconnection, there might also be cases of 
tension between security defaults and personal data protection principles (e.g. in cases where the security 
defaults might lead to increased monitoring or surveillance of data subjects). A balance between security 
and privacy requirements is, thus, necessary when the selection of the ‘best possible’ default is under 
consideration. 

By the same token, GDPR provides (as discussed above and followed in the next Chapters) a specific 
framework for the determination of data protection defaults. Although this framework is generic enough, 
it still provides a good basis to start working on the ‘correct’ defaults. On the other hand, the notion of 
security defaults is not prescribed in a unified way, which leads to the discussion of what can actually be 
considered as secure default in certain cases. This is also quite relevant to defining the overall level of 
security of a product, service and application, in correlation with its purpose and user base. Usability 
aspects clearly also affect the adoption of security defaults, as well as technical and policy aspects (as for 
example in relevant discussions around encryption by default).  
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Due to the aforementioned reasons, the present document does not specifically deal with secure defaults. 
Still, we see the analysis of data protection defaults as a first step towards the analysis of security defaults, 
which is a matter relevant to all products, services and applications (including or not personal data). 
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3. Data protection by default in practice 

This Chapter discusses the selection of privacy friendly defaults with the use of best practices and relevant 
examples, according to the criteria listed in Article 25(2) GDPR (see Chapter 2, section 2.4.5). Although 
each criterion is separately considered, they usually cannot be treated apart from each other. Instead, all 
criteria should be taken into account in a holistic approach. Furthermore, the measures for data protection 
by design and for data protection by default are overlapping, especially when it comes to data 
minimisation and storage minimisation. For instance, if specific privacy-enhancing technologies are 
employed that prevent the processing of the original personal data and use instead pseudonymised or 
anonymised data, this affects the degree of possible minimisation of personal data or their processing. 
Similarly, the adoption of security measures appropriate to the risk presented can also greatly influence 
the adoption of defaults. Thus, the best default would depend on how far security measures and data 
protection by design are implemented.  

 Best practices on data protection by default 
In the next paragraphs, we refer to certain best practices for setting the defaults and illustrate indicative 
examples for each of the four criteria mentioned in section 2.4.5, i.e: minimum amount of personal data, 
minimum extent of the processing of personal data, minimum period of storage of personal data, minimum 
accessibility of personal data.  

It should be pointed out that these examples aim to simply demonstrate how data protection by default can 
be applied in practice and the challenges that are inherent to this implementation; by no means should they 
be interpreted as a legal opinion on the corresponding cases.  

3.1.1 Criterion 1: Minimum amount of personal data 
Some best practices that the controller may have in mind, so as to minimise the amount of personal data 
collected and further used, are as follows: 

 The less data, the better  
 
This is clearly the most obvious practice with regard to data minimisation, which also adheres to the 
well-known security ‘need-to-know’ principle. A simple case to demonstrate this is when the collection 
of personal data is done directly from the data subject, e.g. if a user is being asked to fill in personal 
data in an online form. Here, a data protection friendly default would start by minimising the amount 
of personal data that are collected. In particular, only those fields whose values are necessary for the 
specific purpose should be mandatory. In addition, if only standardised data values are asked for, a 
good practice would be to have them chosen from a list instead of offering a free text field where the 
user may fill in further unnecessary personal data. Having said that, it should be stressed that data 
minimisation does not only refer to minimising the data fields per se, but also to any other way of 
reducing data collection and further processing of data (following not only a quantitate but also a 
qualitative approach). To this end, minimisation may be achieved also by aggregating, counting, 
randomizing or anonymizing personal data, based on a privacy engineering approach (see also point 
made below on the use of privacy enhancing technologies). 
 
 
 
 

 Granular collection of data on the basis of necessity 



Recommendations on shaping technology according to GDPR provisions 
December 2018 

 

23 

 
In some cases, multiple sub-purposes govern different phases of the processing. It is a good practice 
that defaults follow this granularity as well. For example, in an e-commerce scenario a user browsing 
the online shop would first decide on which items to purchase and only later would be asked for the 
name and the delivery address. Sometimes, a (not so data-protection-friendly) form may require filling 
in a phone number or the date of birth, although this information usually is not necessary for the 
purpose. While a phone number might be a practical add-on to call in case of problems with the 
delivery, the date of birth may be necessary for some payment methods – but only if the user chooses 
one of them. For instance, advance payment would not need an extensive data collection from the 
user. Such an approach may also be applied to more complex cases. 
 

 Use of privacy enhancing technologies 
 
Data minimisation can in several instances be achieved by the use of security and privacy enhancing 
technologies, such as for example pseudonymisation or encryption techniques. Using the previous e-
commerce scenario, it is often argued that the date of birth would be necessary in case of age 
restrictions for purchasing some goods, e.g. alcohol. Note that in this case the information for being of 
age does not require the exact date of birth, and not even the year of birth: Mechanisms such as 
privacy-enhancing attribute based credentials17 or similar functionality on an ID card18 can check 
whether the condition “being of age” is fulfilled and transfer only the result instead of the exact date 
of birth. Cryptographic techniques based on zero knowledge proof (ZKP)19 can also be relevant in this 
regard.  There is a multitude of privacy enhancing technologies today that can be used to minimize 
data collection and/or reduce identifiability of users [ENISA 2014], [ENISA 2015].  
 

 Different minimum per purpose 
 
As already stated in Chapter 2, depending on the purpose, the ‘minimum amount’ differs for the same 
type of data. Therefore, the best practice for the controller is to re-assess defaults in all cases, 
following the specific data processing context.  
 
For example, in the area of mobile apps, location data is necessary only for specific purposes (and not 
all cases). Similarly, using the smartphone’s microphone cannot be a general default although in some 
cases this might be needed. For instance, a karaoke game that evaluates the voice needs access to a 
microphone, but a camera app should not have access by default. Access to the address book of the 
smartphone and reading out other users’ phone numbers would not constitute a proper default either: 
these persons may agree to have their numbers stored, but probably most of them would not agree to 
access by additional parties such as a service provider. Even some presumably negligible access rights 
of an app, e.g. to the battery status, may turn out to have sensitive impact [Olejnik, 2016] and thereby 
should not be processed by default. 
 
As another example, for messengers – and similarly for e-mail clients –, it should be considered how to 
minimise what – in addition to the message transfer between sender and recipient – is communicated 
to the other users by default: the log-in status, the read status of a message, the information that the 

                                                           

17 Credentials that are based on attributes that users have in their possession. 
18 E.g. the German eID card. These mechanisms can also reduce the linkability by refraining from re-using the identifier for 
different purposes or with respect to various communication partners. This can contribute to a great extent to minimising personal 
data. 
19 A method by which an entity may prove to another entity that it knows a certain value X without disclosing any other further 
information between the two entities apart from the fact that X is known. 
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communication partner is in the process of writing a message etc. The data-protection-friendly 
configuration would start with the minimum extent of this information, but the users may decide to 
disclose more to their contacts. For the purpose “delivering a message” the default could be that the 
IT system informs the sender about the technical delivery status (“delivery in progress” / “delivered” / 
“not delivered because of <reasons>”), so that the sender can recognise if the recipient’s address is 
not valid or if a technical problem prevents successful delivery. But the information whether the 
recipient has read the message would not be necessary for that purpose. A good practice to this end 
would be to ask the recipient whether he/she accepts that this information is sent to the sender (a 
practice which is actually embedded as a default in several email clients today). 
 

 Minimizing the risk 
 
For determining the minimum amount of personal data, not only the size in bits and bytes is relevant. 
Instead, the objective is to minimise the risk with the effect that less sensitive data shall be preferred 
over sensitive data20. Similarly, anonymised data shall be preferred over pseudonymised data that 
again shall be preferred over non pseudonymised data (as long as strong anonymization or 
pseudonymisation techniques are applied). As an example, for video surveillance data, high-resolution 
face data combined with biometric analysis are more sensitive than low-resolution footage or blurred 
or blackened images of persons. Again, the use of security and privacy enhancing technologies can 
greatly support this goal. 
 

 Considering all copies and types of data 
 
The requirement of minimising the amount of the personal data by default also encompasses reducing 
temporary copies or transfer of data as much as possible with respect to the purpose. Similarly, the 
potential generation of personal data in log entries should not be forgotten: If they are not necessary 
for the purpose, they should not be stored by default.  

 
All the aforementioned practices can be used in combination with each other, as well as those practices 
mentioned under the next criteria.  

3.1.2 Criterion 2: Minimum extent of the processing of the personal data 
A key best practice that the controller can have in mind for this criterion is as follows:  

 The less processing, the better 
 
Processing encompasses various possible kinds of operations or set of operations (see Article 4(1) 
GDPR). The requirement for ‘minimum extent’ does not mean to reduce the number of operations, but 
to minimise the risk for the rights and freedoms of natural persons. Thus, for example, it would mean 
to refrain from recording and storing the personal data if it is sufficient to do without it. For instance, 
processing the data only in the main memory instead of a storage device would be preferable if this is 
sufficient for the purpose. Usually this is rather a design decision and not so much a changeable 
default. However, it depicts the requirement for producers to think of ways to avoid permanent 
storage if there are purposes where this is not needed. 

 

                                                           

20 See Article 9 GDPR on special categories of personal data, Article 10 GDPR on personal data relating to criminal convictions and 
offences or Article 87 GDPR on national identification numbers or any other identifier of general application. 
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As an example, for the purpose of accessing websites, the data-protection-friendly default would 
avoid the processing of personal data for user tracking or profiling. The processing of metadata (e.g. 
location data or camera data) embedded in a photo would not be necessary processing as a default for 
the purpose of photo sharing. Also, tagging people or biometric analysis of faces would not be 
necessary for this purpose and thereby should not be the default as this is the case in some social 
networks. For smart meter scenarios, the purpose usually does not require a transfer of energy 
consumption data to the providers every few seconds, but the intervals can be much larger, thereby 
minimising the extent of processing and reducing the risk to data subjects.21 However, in all these 
cases, users may want to change the setting to enable other processing options for potentially 
extended purposes, e.g. personalised services. 

 User empowering tools 
 
The limitation of the extent of the processing is closely interlinked with the provision by the controller 
of proper tools, which the data subjects can use to exercise their rights (Articles 12-20 GDPR). This 
includes data subjects’ information, as well as an effective and easily accessible way (e.g. a dashboard) 
for the exercise of data subjects rights.  
 

Clearly, ‘less processing’ includes also ‘less data’, ‘less storage’, as well as ‘less accessibility’. Therefore, this 
criterion will in all cases be combined with many of the best practices mentioned in the rest of the Sections 
in this Chapter. 

3.1.3 Criterion 3: Minimum period of the storage of the personal data 
A key best practice that the controller can have in mind for this criterion is as follows:  

 Storage – the shorter, the better 
 
For the personal data the storage period shall be minimised. Sometimes permanent storage is not 
necessary for the purpose at all, but often the purpose requires storage for some time after which the 
personal data have to be erased22. This extends not only to data in a data base, but also encompasses 
temporary copies or personal data in log entries where the storage time, or the time until the data 
expires and is (potentially automatically23) erased, is minimised. 
 
As an example, in the case that a data controller runs an online user survey, a good practice would be 
that, by default, the individual responses of the users are not locally stored in their computers (once 
the user has submitted his/her answers to the survey), so as to avoid linkage between the user and 
his/her responses. This would be especially important in cases where the users’ identity does not need 
to be preserved and in particular, when the computer is utilised by several users. Of course, such as 
measure would also need to be complemented by other protection measures that would reduce the 
users’ identifiability to the least possible extent. Note, however, that the default might be different in 
case of temporary storage of the user’s responses (before final submission). 

 
It should be noted that the minimisation of storage may also be based on the use of security and privacy 
enhancing technologies, as well as on the minimisation of the overall extent of the processing, as 
mentioned earlier. 

                                                           

21 See also: Article 29 Working Party opinion on the Internet of Things [WP29, 2014a].  
22“Erasure” means a secure deletion without any residue and no possibility to reconstruct the personal data.  
23 This, again, is a data protection by design functionality. 
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3.1.4 Criterion 4: Minimum accessibility of the personal data 
Some best practices that the controller may have in mind, so as to minimise the amount of personal data 
collected and further used, are as follows: 

 Restricting access on the basis of necessity 
 
The requirement of minimum accessibility is clearly relating to access policy and access control, which 
should designed by the controller on the basis of the need-to-know principle (which is also a basic 
security principle). This is achievable by separation of data per purpose, e.g. in different locations, 
servers or data bases. What is more, tailored access rights support this objective. It must not be 
forgotten, that the integration of service providers24, such as cloud providers, means additional access 
possibilities for their employees. Also, there exists the risk of further access by governmental 
authorities, especially in remote clouds.  
 

 Limiting ways of sharing 
 
Furthermore, the different possible ways of data sharing should be assessed and, wherever possible, 
minimised by the controller. The accessibility grows if personal data are copied, transferred to other 
recipients, made available to selected friends, published or provided to search engine crawlers or 
other machines that may process the personal data. 
 

 No public by default without active intervention 
 
Article 25(2) GDPR contains a specific requirement on providing accessibility of the personal data for 
an indefinite number of natural persons only after the individual’s intervention. This aims at 
preventing personal data from being made public by default; publishing personal data would need a 
conscious act on the basis of sufficient information about the data processing. 
 
As an example, for social networks a best practice could be to limit automatic accessibility of personal 
data to oneself and possibly a small circle of friends. A wider circle could quickly grow into an 
“indefinite number of natural persons”, e.g. by transferring data to friends-of-friends, making the data 
public, or providing accessibility by global Internet search engines. A data-protection-friendly default 
would avoid all of this, whilst still allowing the user to explicitly choose wider accessibility settings. 
Following this logic, for instance, an announcement of a private festivity on a social network should 
not be automatically visible to the public.25 Similarly, Internet search engines (that will use the content 
for indexing it and showing hits to search requests publicly) should -by default- refrain from accessing 
the social network data items. A related scenario is the uploading of self-measuring of health values or 
fitness tracker patterns that may reveal personal data to others: a best practice for the controller 
would be that -by default- these data are not shared with other users or made otherwise accessible 
unless the user explicitly authorises this. Moreover, with regard to personal data exposure through 
search engines, as a general good practice, controllers should take into account mechanisms that limit 
the indexability of websites26 (and, thus, further publication of personal data). 
 

                                                           

24 Note that service providers may legally act on behalf of the data controller, namely as data processor. 
25 Y. Wang et al.: “I regretted the minute I pressed share”: A Qualitative Study of Regrets on Facebook, in: Proceedings of the 
Seventh Symposium on Usable Privacy and Security (SOUPS '11), pp. 10:1--10:16.  
26 For example the use of robots.txt or the metatag noindex, see also in [IWGDPT, 2013]. 
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Again, all the aforementioned practices should be combined with practices discussed under other criteria, 
as well as broader data protection by design methodologies that the controller might be following. 

 Defaults and usability 
As mentioned earlier, defaults are an important parameter for enhancing usability in systems and 
applications by allowing simple use, i.e. refraining from asking users to make multiple choices (which 
would hinder the overall functionality). In this way, defaults can contribute towards user-friendly systems, 
supporting the user’s tasks and in general providing a satisfying user experience. 

However, in order for defaults to be a parameter of usability, it is of utmost importance that they do not 
‘hide’ certain aspects of functionality from the users or, even worse, urge users towards functionality that 
would not be in principle desirable or expected. Unfortunately, as already discussed, this is not always the 
case in the area of privacy and data protection. On the contrary, it is quite common that specific design 
patterns aim at directing users towards non-privacy friendly choices, often with the promise or 
presentation of a better interface (“look and feel”). This phenomenon is not at all new; in a multitude of 
online services, it is hard for users to exercise their rights or even to find adequate information about the 
personal data processing in the first place.  

The GDPR in Article 25 aims to tackle the aforementioned issues, while supporting usability, since –if 
privacy protection settings are already in place- the need for asking users to make privacy choices (e.g. by 
means of repetitive banners or pop-up windows) will be significantly reduced. Still, there are some 
additional dimensions that need to be considered by the controller with regard to usability, especially 
when putting defaults into practice. 

First of all, it has been shown that, even if the defaults are privacy-aware, the interplay with other 
components and services is also essential (and might actually require the change of these defaults) [Leon, 
2012]. To this end, it is important to pay attention that a change of pre-configured defaults settings is done 
with appropriate granularity, thereby ensuring that users’ protection is not fully ‘lost’ at once [ENISA 
2017]. Moreover, after having changed the pre-configured “data protection by default” setting, users 
should be able to easily go back to this default setting. 

In addition, attention should be paid so that the ‘data protection defaults’ are not such that the system or 
application becomes difficult (or even impossible for the average user to use) and, thus, a change of the 
defaults is immediately needed. This is a situation that often occurs in practice, where the ‘privacy option’ 
is far more complex than the alternative; defaults, however, should not be designed in such an impactful 
way for both usability and data protection. In fact, privacy friendly defaults should actually refer to 
reasonable defaults, in the sense that they should adhere to the users’ expectations with regard to the 
processing of their data. This is also quite relevant for security defaults (see Section 2.5). In defining 
reasonable defaults, the target user groups are also essential to consider, e.g. different settings might be 
needed for children and adults, or different settings for EU residents and non-EU residents when it comes 
to storage location [Hansen, 2017].  

To this end, a static ‘take it or leave it’ default that highly restricts functionally is not an acceptable 
approach. Instead, defaults should be adopted on the basis of the purpose of the processing following a 
granular approach, where additional (but limited) user configuration could be required depending on the 
case. Indeed, taking the pre-configured default as a starting point, users should be supported in choosing 
the best fitting configuration (see e.g. [Ravichandran, 2009]), or they could even profit from the approach 
of “on the fly” privacy management for adapting and organising their own privacy preferences [Angulo, 
2012]. The interplay between data protection and security defaults is also an essential parameter to this 
end (see also Section 2.5). 
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Following the aforementioned discussion, determining the ‘correct’ defaults is in fact a direct matter of 
usability (as well as of data protection). As such, it has to be performed with caution, as, once defined, 
defaults create a norm, which is often very difficult to change [Kesan, 2006]. 
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4. Data protection by default guiding questions 

The data controllers’ obligation to comply with GDPR is obviously not limited to one specific article or 
paragraph in the Regulation. However, to understand the gist of the new requirement of data protection 
by default, in this Chapter we present a list of relevant questions that a data controller could use for a self-
check. This list should only be considered as guidance towards assessing the defaults and is not exhaustive. 
Note that not all requirements apply equally to all organisations, or to all possible purposes of data 
processing. 

In addition, these self-assessment questions may also be useful for producers of products, services and 
applications to appropriately integrate data protection by design and by default in their production 
procedure(s) and (eventually) support data controllers. For instance, by providing the necessary 
documentation, deciding how to build in data protection requirements and choosing the most appropriate 
and risk-minimising default setting, the producers may provide a solid starting point to controllers who opt 
for those producer’ products, services or applications. Designing security by default options could also 
benefit from such an approach. 

 Guiding questions for understanding the data processing operations 
An essential prerequisite for all compliance analyses – and thereby for accountability – is that the data 
controller has a good understanding and knowledge of the scope and the function(s) of the personal data 
processing operation.  

Therefore, also with regard to the defaults, the starting point is the determination of the purposes of 
processing. Following the discussions in Chapters 2 and 3, for each specific purpose the following criteria 
can be set: 

 Criterion 1: Minimum amount of personal data 

 Criterion 2: Minimum extent of the processing of the personal data 

 Criterion 3: Minimum period of the storage of the personal data 

 Criterion 4: Minimum accessibility of the personal data 
 

For each one of these criteria a list of non-exhaustive guiding self-assessment questions that can be 
relevant also for the selecting the defaults is presented below. 

4.1.1 Criterion 1: Minimum amount of personal data 
The data controller can consider the following key aspects with regard to minimising the amount of 
personal data: 

 Are all personal data items necessary for the specific purpose of the processing? Can this necessity be 
justified? 
 

 Could the purpose be achieved with fewer or less sensitive27 data items?   
Should this is the case, the controller should seek to define the set of data items that could qualify as a 
minimum and justify why this minimum data set is not preferred (to the chosen data set).  
 

                                                           

27 “Less sensitive” could mean e.g. to skip data as characterised in Articles 9 and 10 GDPR, to restrict the linkability and therefore 
refrain from identifiers of general application or to have aggregated or blurred or fully anonymised data. 
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 Are there any temporary copies of personal data items created? 
Should this is the case, the controller should seek to justify why these copies are necessary for the 
specific purpose. 

 

 Are there any log entries related to the processing created? Do they include personal data?  
Should this is the case, the controller should seek to justify why the logs are necessary for the specific 
purpose. 
 

 
Overall, the scope of the questions under criterion 1 is to help the controller rethink the data that are 
being used and reassess if in all cases their processing is needed. This exercise is clearly related also to the 
overall extent of the processing (see next Section). 

4.1.2 Criterion 2: Minimum extent of the processing of the personal data 
The data controller can consider the following key aspects with regard to minimising the extent of the 
overall processing of personal data: 

 Are all types of processing operations of the personal data necessary for the purpose28? Can their 
necessity be justified? 
 

 For each processing of the personal data, is it ensured that there is no possibility for substituting it by 
another way (less intrusive) of processing (e.g. instead of storing data only processing it in the main 
memory)? Can this be justified?  
In case where there are other alternative (less intrusive) ways of processing, the controller should 
reconsider the approach used, or otherwise justify why the chosen approach is still preferred over the 
alternative. 

 

 Does the processing include automated decision-making, including profiling? Is this necessary for the 
purpose of the processing?  
Should this is the case, the controller should explain in more detail the overall context of this 
processing (e.g. types of personal data, purpose, processing means, safeguards).  

  

 Does the processing include any transfer of personal data to other recipients, specifically to a third 
country? Can this be justified for the specific purpose?  
Should this is the case, the controller should explain the specific conditions (e.g. types of personal 
data, specific recipients, purpose, relevant safeguards).   

 

 Does the processing include any processing of sensitive data? Can this be justified for the specific 
purpose?  
Should this is the case, the controller should explain in more detail the specific context (e.g. types of 
personal data, purpose, relevant safeguards). 

   
Overall, the scope under this criterion is that the controller explains and reassesses in more detail how the  
minimum extent of processing of personal data is implemented by specific processing operations. 

                                                           

28 Note that processing of temporary copies and of log entries also has to be considered here. 
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4.1.3 Criterion 3: Minimum period of the storage of the personal data 
The data controller can consider the following key aspects with regard to minimising the storage of 
personal data: 

 Does any storage of personal data take place in the context of the specific processing operation? 
 

 Should this is the case, what is the storage period that is necessary for the purpose? Can it be justified 
in relation to the purpose of the processing? 
 

 Does the storage period vary between different data items?  
In such cases, the controller should try to define (and justify) specific storage periods for different data 
items.  

 

 Are data erased after the end of their defined storage period? 
If this is not the case, the controller should explain the purpose for which the data are further 
processed, how storage is performed (location, recipient) and the planned retention period. 
 

Overall, the scope of this criterion is to put the data controller into the logic of miminising retention 
periods in all cases when storage is no or no longer needed for a specific data processing operation. 

4.1.4 Criterion 4: Minimum accessibility of the personal data 
The data controller can consider the following key aspects with regard to minimising accessibility to the 
personal data: 

 Has the accessibility of each personal data item (access rights) been defined? Can its necessity be 
justified for the specific purpose? 

 

 Has the location of processing been chosen to minimise accessibility as far as possible for the purpose 
(e.g. separated from data processed for other purposes, preferring local storage over remote storage)? 
 

 Are the access rights to the personal data limited according to the need-to-know principle as necessary 
for the purpose and by what means?  
Should this is not the case, the controller should seek to justify further access possibilities. 
 

 Have any security and privacy enhancing technologies been applied (e.g. encryption or 
pseudonymisation), so as to limit access to the minimum extent, and by what means?   
 

 In addition to what is necessary for the purpose, can it be ensured that there are no further recipients 
or copies or log entries that may be personal data (with further accessibility) and by what means? 
Should this is not the case, the controller should provide relevant justification.  
 

 When the personal data are erased, can it be ensured that no traces are left so that the personal data 
cannot be reconstructed? This also holds for data at recipients, temporary copies or log entries with 
respect to the necessity for the purpose. 
Should this not the case, the controller should be able to provide relevant justifications. 
 

 For each personal data item, it there any public or far-reaching accessibility, i.e. accessibility to an 
indefinite number of natural persons?  
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Should this is the case, the controller should be able to define for which personal data items and under 
which conditions. Moreover, if public or far-reaching accessibility is possible albeit not the default, the 
controller should explain the interactions that are necessary for this far-reaching accessibility. The 
controller should also assess if adequate information has been provided to the individuals (Articles 13 
and 14 GDPR). 
 

It should be pointed out that most of questions presented in Sections 4.1.1 to 4.1.2 are in fact important 
design questions that need to be considered at the moment where the requirements for the IT system or 
service are set. Still, they are also integral for defining the defaults, in combination with the specific 
questions addressed in section 4.2. 

 Guiding questions for defining the defaults 
The following list of questions aims at supporting the controller, as well as the producer of products, 
services and applications to define data protection friendly defaults. Having said that, it is important to 
note that, depending on the case, some questions might be more relevant to controllers and others to 
producers.  

The questions are presented having in mind that for each new IT system or IT-based service, the producer 
needs to define: a) which functionality is built into the system without the possibility of change, and b) 
which functionality is configurable by the user, i.e. the end-user or the data controller before releasing it to 
other users. For the configurable functionality the producer has to decide whether the configuration is left 
to the user or otherwise determined in a default pre-setting. 

Moreover, the producer or the data controller that employs the system needs to select the appropriate 
data protection friendly defaults. In any case, the data controller needs to be able to understand the 
defaults, as well as the options for changing them (on the basis of relevant information provided by the 
producer).  

To this end, the following questions can support the decision process: 

 What are the specific purposes of the data processing? Are the data subjects informed about the 
purposes and the data processing29?  
 

 For any built-in functionality:  

 Are there situations conceivable where users would prefer or need a different functionality? In 
which way? 

 Does the built-in functionality implement the data protection principles of the GDPR? Which data-
protection principles are supported by this functionality, which are not? 
 

 For any configuration option: 

 Which are the possible settings/options? 

 Which are the settings/options that minimise the amount of personal data, the extent of 
processing, the storage period and the accessibility taking into account each specific purpose? Is 
this the default pre-setting? (see also Section 4.1) 

 If more than one setting may come into question, are there specific criteria for preferring one 
setting? (This could be the case for different target groups, e.g. different pre-settings for children.) 

 How are the alternative choices presented so that the user can make a privacy-aware decision? 

                                                           

29 As well as providing the other necessary information as laid down in Articles 13 and 14 GDPR. 
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 For any configuration option without a default pre-setting: What is the reason for not using a pre-
setting?  
 

 For any configuration option with a default pre-setting: 

 Does the default setting realise that only personal data which are necessary for each specific 
purpose of the processing are processed? (see section 4.1).With respect to: 

 the amount of personal data collected (can there be less personal data, e.g. fewer attributes, 
aggregated information, less sensitive data, no (temporary) copies?),  

 the extent of their processing (can the processing be reduced, e.g. less analysis, less transfer, 
less linkage with other data?),  

 the period of their storage (can the storage period be shortened?) and  

 their accessibility (can the amount of people or parties or machines that will or may have 
access to the personal data can be decreased, e.g. by local storage, limited access rights, 
encryption, secure erasure without any traces?) 

 Does the default setting work for achieving the purpose (at least with basic functionality)? 

 Does the change of the pre-setting increase or decrease the user’s privacy? To what extent? 
Are gradual changes possible?  

 How are users supported in changing the settings, e.g. explanation of the effects, offering 
typical combined settings profiles (e.g. appropriate for a chosen risk level), allowing for specific 
individual customisation?  

 Can the user conveniently reset the configured setting and go back to the pre-setting? 

 How is the handling of pre-settings and settings changed by the users when the system is 
updated? Are the previous settings maintained? How are users informed about new settings, 
new options, new functionality or privacy risks?  
 

The aforementioned list of questions should not be seen as exhaustive. Moreover, as discussed earlier, 
other parameters also need to be considered in the selection of defaults, especially with regard to usability 
and security technical implementation aspects. 
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5. Conclusions and recommendations  

The choice of defaults in software engineering is nothing new – all developers have to deal with the 
question of appropriate pre-settings of information and communication technology all the time. However, 
the principle of “data protection first”, as demanded by the GDPR when it comes to data protection by 
default, has neither been the standard behaviour of products, services and application nor a regular 
principle in software design methods. 

The power of defaults is widely acknowledged. To this end, GDPR asks for data-protection-friendly pre-
settings for processing of personal data. Those defaults constitute the initial configuration of the data 
processing. According to GDPR, for each purpose of data processing, only the minimum amount of 
personal data should be processed, the processing should be minimal, the shortest period of storage 
should be chosen, and the possibilities for accessing the personal data should be minimised as well. This 
means that the starting point for the data processing is based on the necessity principle. Anything in 
addition to what is necessary for the purpose would require an active intervention by the user, e.g. to give 
consent for providing more personal data or allowing additional ways of processing. 

Thus, the objective of data protection by default is to ensure the fundamental principles of data 
minimisation and storage limitation in the IT systems – at least in the beginning when the user has not 
changed the pre-installed settings. This is a means to minimise the risk of data processing for the 
respective purpose; no unexpected data processing takes place. This contributes to the GDPR’s goal of 
fairness of processing personal data. It can also contribute to other important GDPR provisions, such as the 
security of personal data processing. 

However, the reality is different. It has been shown numerous times that products, services and 
applications in real life often do not put data protection first, but – on the contrary – process data that are 
strictly speaking not necessary for the communicated purpose and have not reduced the data processing 
to the least extent possible [Forbrukerrådet, 2018] This would not only encompass the primary 
functionality of data processing and the related data values, but shows interdependencies with the 
modalities of data processing, e.g. if temporary files are employed, if data are transferred to remote 
services or if log file entries are created. 

This report has shed some light on what the data-protection-by-default principle means in information 
technology design. The compiled guiding questions bear the potential to support data controllers as well as 
producers of products, services and applications to achieve data-protection-friendly default settings. Still, 
several aspects of the data protection by default will have to be discussed more thoroughly in the future, 
and appropriate best practice solutions should be made more visible. Analysing the interplay between data 
protection and security defaults is also essential to this end, taking also into consideration relevant 
usability aspects. To this end, the report is a stepping stone to the broader discussion for security and 
privacy defaults in online systems and services in the future.  

In the following Sections, we summarise several of the identified open issues and provide relevant 
recommendations. 

 Recommendations for data controllers and producers 
The GDPR demands that data controllers realise data protection by design and by default in their data 
processing. This means that each data controller has to check whether this demand is sufficiently fulfilled. 
For the default requirement it means to make sure that appropriate pre-settings – according to the 
principle “data protection first” – have been chosen. In case the employed products, services or 
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applications do not allow for data-protection-friendly default settings, the data controller should convey 
this demand to the producers or the data processors. It may be advisable to formulate the condition “data 
protection by design and by default” in any procurement procedures and use this criterion for selecting the 
suitable products, services or applications. Clearly, joint actions by controllers (e.g. in specific industry 
sectors or in the public domain) can have stronger impact on producers, while also being more 
economically viable for the controllers.  

Data controllers should make the notions of ‘by design’ and ‘by default’ key building blocks of their data 
processing operations and invest in relevant best practice implementations. 

Producers are not directly addressed by the GDPR, but if their products, services and applications can be 
used for processing personal data in Europe, it is certainly recommendable to fulfil the requirement of 
“data protection by design and by default” and document how it is implemented. This documentation can 
be handed over to data controllers so that they can add it to their accountability documents and thereby 
can be sure to meet the GDPR requirement. An exemplary realisation including the accompanying 
information can be a competitive advantage for products, services and application. The integration and 
interplay with security defaults is also important in this regard. 

Producers should also invest in teaching and advising the development team in data protection by design 
and by default. The development process should take into account data protection principles throughout 
the entire process. For the default settings, the decisions need proper reasoning and justification that 
should be documented. Specific milestones in the development process could be dedicated to checks for 
appropriate pre-settings; the testing procedures should diligently tackle these aspects, too. 

Further, specific protection tools could be envisaged that help users or data controllers in changing 
potentially data-protection-unfriendly pre-settings before the usage – for users, this could be a do-it-
yourself protection approach, for data controllers it would enable them to better fulfil the data-protection-
by-default principle. Also, during the usage of a product, service or application, specific tools may support 
filtering personal data or blocking any exuberant processing to limit the processing to the extent 
necessary. 

Producers of products, services and applications should refrain from using design patterns that can lead 
users towards non-privacy friendly choices; On the contrary, they should embed security, as well as data 
protection by design and default into their business models and provide adequate guidance and support to 
data controllers and end-users.  

 Recommendations for end-users 
Currently, many products, services and applications have not taken the data-protection-by-default 
principle into account when designing the IT systems. So end-users cannot rely on a data-protection-
friendly pre-setting (and in many cases not even in a secure by default pre-setting). For their own 
protection, end-users should check the configuration and the options to change the settings. Also, they can 
inform the data controller about their impression of insufficient defaults and ask for improvement. 
According to the GDPR they have the right to lodge a complaint with a supervisory authority. Also, 
consumer protection organisations can support them in exercising their rights.  

End users should seek to understand the security and data protection options and configurations of the 
products, systems or applications they use; they should inform themselves about their rights under the data 
protection (as well consumer protection) legislation. 
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 Recommendations for regulatory bodies 
The supervisory authorities could clarify their expectations on how to translate the requirement of data 
protection by default into action. This could be done by joint opinions or guidelines issued by the European 
Data Protection Board. Further, pointers to examples will help to distinguish acceptable or even exemplary 
practices from unacceptable default settings. This may help in achieving the level playing field for all actors 
that is promoted – but not yet existent – by the GDPR. 

A more detailed interpretation of the provisions in the GDPR will also be expedient for all certifications 
that will be conducted on basis of Article 42 of the GDPR: Presumably data protection by default will be a 
criterion that has to be checked for all certification procedures. This also means that it would be helpful to 
give advice or set requirements on how to demonstrate that the appropriate pre-settings have been 
chosen and how this should be tested by certification bodies. This is particularly interesting in complex 
situations if different settings could qualify for a good data-protection solution. 

Since the fulfilment of the data-protection-by-default principle has to be determined for each specific 
purpose, this poses the question how the purposes are determined and which granularity of purposes is 
acceptable. For example, the purpose “online shopping” is composed from several phases that may also 
constitute fine-granular purposes which have an impact on the necessity of data or processing operations: 
e.g. “online browsing”, “choosing products”, “payment”, “delivery”, “return delivery”, “issuing review 
comments”, “age verification” (or other limiting criteria) in case of special products, “personalised advice”, 
“advertisement” etc. Depending on the choice of technical means including privacy technologies, the 
necessity can further change. If possible, it should be clarified what the requirements with regard to data 
protection defaults are. 

In addition, as data protection is not the only principle to consider with regard to defaults, it is essential to 
examine its interplay (in specific use cases) with other essential principles, such as its correlation with 
security defaults, as well as its interplay with usability requirements. 

Regulators (e.g. Data Protection Authorities and the European Data Protection Board) should provide 
further guidance on the notion and practical implementations of defaults; they should also present best 
practice examples and relevant use cases that can be used by the data controllers (as well as the producers 
of products, services and applications) who seek to meet the GDPR requirements. 

 Recommendations for policymakers and standardisation bodies 
The principle of data protection by default should be considered by lawmakers and standardisation 
initiatives when it comes to processing of personal data. In the interest of clarity, legal and technical norms 
should be explicit on default settings whenever this is applicable. If possible, they also could make clear 
which data-protection-unfriendly default settings should be avoided. 

Naturally, these clarifications should be based on the necessity principle and thereby avoid to demand for 
an excessing amount of personal data or of processing. In world-wide standards, not only the GDPR would 
have to be considered, so potential data-protection-friendly defaults may not be fixed for all fields of 
application. However, in these cases there should be solutions for the European market for processing 
personal data so that appropriate defaults could be set by the controller. 

Again, a combined approach for data protection by design and data protection by default would be 
promising instead of only focusing on the best pre-setting since from the technical perspective the 
necessity can be dependent on the choice of technical and organisational measures for building in data 
protection. The dimension of security defaults is also essential to consider to this end. 



Recommendations on shaping technology according to GDPR provisions 
December 2018 

 

37 

Policy makers and standardization bodies should support the adoption of the data protection by default (as 
well as by design) by proposing, wherever possible, relevant technical norms and solutions, as well as 
considering its correlation with the notion of security by default.  

 Recommendations for the research community 
For researchers, the data-protection-by-default debate provides multiple interesting angles: Certainly 
several open questions hamper data controllers in implementing appropriate pre-settings– or even in 
formulating what they demand from producers. A simple question that is hard to answer is the comparison 
of data-protection-quality between different possible defaults. Although the provision in the GDPR 
contains four criteria, there is no accepted metrics for an easy comparison. For several options it may be 
obvious what is better and what is worse, but there may be differences according to the chosen 
technologies. Also different user groups may call for different pre-settings, e.g. if specific protection levels 
have to be considered as it may be the case for minors. 

If data protection by default is taken seriously, many known and widespread products, services and 
applications may have to be changed. This may affect those business models that profit from excessively 
analysing personal data that users would not disclose only for the original purpose (and where they often 
are not aware of). Data protection by default may question the model of payment by divulging personal 
data. 

Here, certain parties may become creative in defining purposes where data minimisation is hardly possible, 
as well as use psychological tricks to direct people towards disclosing more data or allowing more data 
processing. This potential effect constitutes an own research topic: to identify possible circumvention 
schemes or approaches to discredit the data-protection-by-default principle. On a practical side, it would 
be interesting how to detect unfair purpose definitions, data processing defaults and change options. 

What is more, the principle of “data protection first” may mean to put other valuable principles second, 
e.g. ecological sustainability, democratic participation or support of minorities. It may be taken up by 
research whether the implementation of other important principles should also be pushed. To this end, 
the notion of ‘security defaults’ (and its interplay with data protection defaults) is of particular relevance 
and a field for further work in the future. 

For upcoming technologies research should elaborate possible solutions for data protection by design and 
by default to reduce the risk of misuse of personal data and to other rights and freedoms. This should take 
into account also security aspects, as well as issues of usability, transparency and inclusion. 

The research community should continue working on the notion of data protection by default, especially in 
correlation with security and usability, as well as other interdisciplinary principles that govern defaults; they 
should also analyse new online business models based on security and privacy defaults, as well as 
technologies that can facilitate their adoption. 
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